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photon at /s = 13 TeV

by
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Abstract

A search is presented for decays of Z and Higgs bosons to a J/i meson and a pho-
ton, with the subsequent decay of the J/i to u™u~. The analysis uses data from
proton-proton collisions with an integrated luminosity of 35.9 fb ™! at /s = 13 TeV
collected with the CMS detector at the LHC. The observed limit on the Z — J/¢y
decay branching fraction, assuming that the J/{ meson is produced unpolarized,
is 1.4 x 107° at 95% confidence level, which corresponds to a rate higher than ex-
pected in the standard model by a factor of 15. For extreme-polarization scenarios,
the observed limit changes from -13.6 to +8.6% with respect to the unpolarized
scenario. The observed upper limit on the branching fraction for H — J/¢y where
the J/¢ meson is assumed to be transversely polarized is 7.6 x 1074, a factor of
260 larger than the standard model prediction. The results for the Higgs boson
are combined with previous data from proton-proton collisions at /s = 8 TeV to
produce an observed upper limit on the branching fraction for H — J/i-y thatis a
factor of 220 larger than the standard model value.
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Chapter 1

Introduction

The thesis is organized as follows. The theoretical background, from the concept
of the gauge invariance, the electroweak theory to the Higgs mechanism, will be
introduced. The experimental perspective and an overview of the searched decays
Z/H — J/ip v are followed. Chapter [2| will briefly mention the experiment ap-
paratus, with the object reconstruction. In Chapter [3} the analysis procedure and
methods, including data and simulated samples, the object identification, back-
ground and signal models construction, systematic uncertainties estimation, and
the statistical methods, are described in detail. Chapter 4| represents the results of

this analysis, as well as the possible improvements.

1.1 The standard model of particle physics

The standard model (SM) of particle physics provides so far the most effective
and appropriate theory framework to describe the fundamental constituents of
the Universe, and the interactions between them, the forc which are carried by
the gauge boson. The last piece of the SM is the Higgs boson, which is the mani-
festation of the mechanism by which particles acquire masses.

There are twelve fundamental fermions in the SM, and are categorized into

IThe interactions here do not include the gravitation. In the following text, “the interactions in
the SM” will simply refer to the electromagnetic, weak, and strong interactions.



quarks and leptons by the types of interactions they experience. All the fermions
involve in the weak interaction, which is mediated by the W* and Z bosons. Ex-
cept for the electrically neutral neutrinos, the remaining nine fermions participate
in the electromagnetic interaction, which is mediated by the photon -y. The theory
of the electromagnetic interaction is the Quantum Electrodynamics (QED), which
is the most accurately tested physics theory. The above two interactions can be
unified into the Electro-Weak theory (EW), and will be described later in the text.
Only the quarks carry the color charge and undergo the strong interaction, which
is mediated by the gluons g. The theory for the strong interaction is the Quan-
tum Chromodynamics (QCD). The color is a label for the three orthogonal states
in the SU(3) symmetry group of the QCD. Quarks are always bound together to
form hadrons, which can either be mesons (consist of a quark and a anti-quark) or
baryons (consist of three quarks). This is the nature of the QCD, called color con-
finement — quarks are always observed to be confined to bound colorless states.
An overview of QCD can be found in the lecture [1] and will not be discussed in

this thesis. The elementary particles, and their basic properties, are summarized in

Fig.

1.1.1 Gauge invariance

In the context of Quantum Field Theory (QFT), particles are described by exci-
tations of a quantum field which satisfies the quantum field equation. In a con-
tinuous system, the field represents the generalized coordinates at each point in
space-time, and therefore is written in the form of a continuous function. The dy-
namics of the field is often expressed by the Lagrangian density £(¢;, 9,,¢;) where
¢; is the field. Later in the text a simplified term “the Lagrangian” will be used to
replace the Lagrangian density. The equation of motion describing the dynamics

of the field can be derived from the Euler-Lagrange equation

oL oL
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Figure 1-1: The elementary particles of SM, with the three generations of fermions,
four gauge bosons, and the Higgs boson.

The three interactions, QED, weak, and QCD, can be derived by requiring the
local guage invariance: the Lagrangian is invariant under the local phase transforma-

tion of the fields,
p(x) = ¢'(x) = U(x)p(x) = N yp(a). (12)
The Lagrangian for a free spin-1 particle (referred to as free Lagrangian)
Liree = i7" dytp — mipy. (13)
With the U(1) local gauge transformation, Eq.[1.3|becomes

‘Cfree — ‘Céree = Lfree - qlp’)/}l (ayX)ll’ (14)



The free Lagrangian is obviously not invariant under U(1) local gauge transforma-
tion. The solution to deal with the extra term in Eq. [1.4]is to replace the derivative

dy, in the free Lagrangian with the covariant derivative D,
oy — Dy =9, +iqgAy, (1.5)

with the introduction of a new field A,. After the replacement, the new field A,

transforms in coordination with the local phase transformation of the ¢ as

The invariance of the Lagrangian can be preserved. It is worth noting that Eq.[1.6|
is actually the concept of gauge transformation of the electromagnetic vector po-
tential A, in the classical electromagnetism. The requirement of the U(1) local
invariance of the Lagrangian takes price, which is to introduce a vector field that
couples to the spin-3 particles. The full Lagrangian should include this newly in-
troduced vector field. The corresponding terms in the Lagrangian is known as the
Proca Lagrangian

1 1
Lproca = —ZPVVPW + EmiA”Ay. (1.7)

where the F,, = (9,Ay — 9y A,) is the field-strength tensor. However, the F, is
invariant under Eq.[T.6 while the A¥ A, term transforms as

1 1 1
EmiAﬂAy — Emi (Ay —9ux) (AM —oFy) # EmiAVAV, (1.8)

which is certainly not invariant. A conclusion can be drawn that the U(1) local
gauge symmetry can only be satisfied with the massless gauge boson of the inter-

action. The Lagrangian describing the QED takes the form

. - . 1
Larp = (i7"0uyp —mPy) — (aPru) Ay — ZF" Fur. (19)

The introduction of the new field not only exhibits the observed gauge invari-



ance of classical electromagnetism, but also corresponds to a wave equation with

an interaction term of the form

av" Au. (1.10)

This is the QED interaction potential, and its vertex is shown in Fig.[1-2l The re-

Figure 1-2: The Feynman diagram of the QED vertex.

quirement of the physics to be invariant under local U(1) phase transformations
implies that a gauge field must exist, and the excitation of this field is now com-
monly identified as the massless gauge boson — the photon.

The same construction can be applied to the weak and the strong interactions
(QCD, quantum chromodynamics), of which the underlying symmetry is the in-

variance under SU(2) and SU(3) local phase transformations respectively,

px) = ¥(x) = exp [igw(x) -M]wx), 1)

with the corresponding replacements of the partial derivatives to covariant deriva-
tives,

ay — Dy = a‘u + Zgw(s)M . G‘u(X), (112)

where gyy(s) is the coupling constant of weak (strong) interaction, M are the gen-
erators of SU(2) (SU(3)) symmetry group, and G are the three (eight) new gauge
tields of weak (stron) interaction. The well-known representations of the SU(2)
group are the Pauli matrices and of the SU(3) are the Gell-Mann matrices.

In the following paragraphs, the weak interaction will be introduced a bit deeper.



1.1.2 Weak interaction and the electroweak unification

The weak interaction at first was proposed to explain the beta decay. Fermi (1933)
treated the process as a contact interaction, which takes place at a single space-time
point and does not require mediating particles. Nowadays, it is widely known that
the Fermi’s model is the low energy approximation and will fail at high energy
regime.

At the beginning, this theory only includes the charged-current weak interac-
tion which can be associated with invariance under SU(2) local phase transforma-
tion

P(x) = ¢(x) = exp {z‘gwxm -M}v(x), 113)

where M are the three generators of the SU(2) symmetry group, of which the rep-
resentation is the Pauli matrix,
1

M=o (1.14)

The local guage invariance is satisfied with the three introduced fields, W’lj with
k = 1,2,3, corresponding to three gauge bosons W(1), W(2), and W), Since the
SU(2) generators are represented by 2 x 2 matrices, the wavefunction must have
two additional degrees of freedom. Furthermore, only left-handed (LH) chiral
particles and right-handed (RH) chiral antiparticles couple to the weak charged-
current interaction, LH particles and RH antiparticles are placed in weak isospin
doublets. On the other hand, RH particles and LH antiparticles are put into weak
isospin singlets and hence will not be affected by the transformation of Eq. [1.13

Consequently, the wave functions can be interpreted as

y(x) = (if)L (2] e @@, (G, (115)

where i = 1,2,3 for the three families of fermions. Again, the requirement of

the local gauge invariance necessitates the modification of the Dirac equation to



include a new interaction term

. |
lngk’)’yW;fll)L = lgWEO'k’)/yW;fl/JL, (116)

where 1, stands for the weak isospin doublet of LH particles. From this form of

interaction, three weak currents can be associated with Pauli matrices,

= ‘%tﬁm"m% (1.17)

where i = 1,2,3. The actual charged-currents relate to the isospin raising the low-

ering operators, 04 = %(01 +i0y), and read as

ik = % (h + 1]z> \/—IPL’Y”@:’PL (1.18)

In the case of the doublet formed by the LH electron and electron neutrino, the

currents j/{, corresponding to the exchange of the physical W* bosons, are

. o 01 v
= g—W(VL )" ( ) (ei) gWV’sz(l —7)e, (1.19)

2 00 V2
jﬁ:g—w(m )" 00 (V’> gwev” (1—9")v, (1.20)
V2 1 0/ \et/ V22

consistent with the experimental observation of the vector minus axial vector (V-A)

structure. The physical W bosons are identified as

Wi = % (W,(}) =S iWy(z)). (1.21)

The SU(2); does not only give two weak charged-currents, but also implies the

existence of a weak neutral-current

, 1
5 = wiLr" o5y (1.22)



In the case of the fermion doublet (again, the LH electron and electron neutrino are

used as an example), it reads as

) 1 o 1 0 1% 1 _ 1_
]g = gwi (VL eL)’)’y <eL) = gWEVL'Yz - XWEeL’)’yeL (1.23)

or in a more compact form

. _ 1
js = Iﬁ)gwffﬂ‘ﬁ(l -)f, (1.24)

(3)

where f represents the fermion doublet and I}, is the third component of the weak
isospin. The property that RH particles and LH antiparticles do not couple to the
weak interaction is perserved, as they possess II(,\?) = 0. (One should not mix this
weak neutral-current with the SM Z boson that currently known, as the reason will
be stated in the following paragraphs.)

There is another evidence and argument that the weak neutral-current must
exist: the cross-section of the W boson pair production in the electron-positron col-
lisions do not converge if there is no neutral-current interaction. Fig. [1-3|shows the
leading order diagrams of the ete”™ — WTW™ process. The left most diagram is
the charged-current process. The middle one is the electromagnetic process as it is
mediated by the photon, and there is also a YWW vertex indicating that the 7y can
couple with W boson since they carry electric charge. In the right most diagram, a
neutral boson, which is now known as the Z boson, acts as the mediator. Fig. M
shows the predicted eTe™ — WTW™ cross-sections of three cases: only the v, dia-
gram included; only v, and y diagrams included; all diagrams included [2]. With
only the first two diagrams, the cross-section will increase without limit. The inclu-
sion of the neutral-current interaction makes the calculated cross-section converge
and consistent with the experimental observation.

The cancellation that preserves the unitary of efe™ — WTW™ indicates that
the coupling of the <, charged- and neutral-currents are related. A unification of

the electromagnetic and weak interaction was proposed, and a unified electroweak
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Figure 1-3: The leading order diagrams of the ete™ — WTW™ process.
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Figure 1-4: Measurements of the W-pair production cross-section, compared to the
different predictions. The shaded area represents the uncertainty on the theoretical
predictions [2].

model was completed by Sheldon Glashow, Abdus Salam, and Steven Weinberg,
and now it is called GSW model.
One thing that must be incorporated in the unification is the correspondence

between the weak neutral-current and the physical Z boson. The neutral-current



previously stated does not couple to RH particles/LH antiparticles, which is in
contrast to the experimental evidence that the neutral Z boson couples, not equally,
to both LH and RH particles. At the first step, a U(1)y local gauge symmetry is in-
troduced to replace the U(1) gauge group of the electromegnetism with the trans-

formation

A

P = @) = Ul —ew WX v, a2

with a new field BH and a new weak hypercharge Y. This new symmetry yields

the same interaction term as the U(1) symmetry of the QED in Eq.|[1.10,

Y
g’zfy”B;ﬂ,b. (1.26)

The physical photon y and Z boson are expressed as,
Ay = 4B, cos by + W sin by, (1.27)

Z, = —Bysin 6y + W) cos by, (1.28)

where the 6y is the weak mixing angle. The physical QED and weak neutral-
current are therefore,

jbm = fiy cos O + jl sin Oy, (1.29)
iy = —jy sin Oy + j cos Oy, (1.30)

with the weak neutral-current j3 of Eq.[1.23|and the current associated with the
interaction term jy of Eq.[1.26

. 1 i} 1 _ 1 i} 1 i
i = Eg'YeLeL’Y”eL + Eg/YeReR'YHeR + Eg/YVLVLrYHVL + Eg'YvRVR’Y”VR (1.31)
On the other hand, the electromagnetic current (of the electron doublet) is simply

]'Z,:lm = QeeéL’)’yeL + QeEéR’)’yeR- (1.32)

10



The underlying symmetry group of the electroweak sector, as described in GSW
model, is U(1)y x SU(2)r. In order to preserve the invariance under U(1)y and
SU(2)y local gauge transformation, the hypercharges of particles in a weak isospin
doublet should be the same. Having this argument and equating each component
of the Eq. |1£| with j§ and j} substituted and Eq. @ the weak hypercharge can
be expressed as a linear combination of the electromagnetic charge Q and the third

component of weak isospin IS)

Y =2(Q—-11), (1.33)

Relations between the weak coupling g, the hypercharge coupling ¢’ and the

electric charge can be derived
e = gwsinfy = ¢’ cosOy. (1.34)

The GSW model successfully bridges the couplings of QED, weak, and the hyper-
charge with the simple relation. The measurement of the weak mixing angle, in
convention, provides the value of sin® By, which is also the ratio of the weak to
electromagnetic coupling constant

« 2

sin”fyy = — = — ~ 0.23. (1.35)

Xw gw

The coupling of the physical Z boson can be determined similarly. From Eq.|1.30,
the current of the interaction between the Z boson and a fermion (with flavor f)

can be written as

Ty gz(IéS) — Qpsin® Oy )iy ur — g7 (Qf sin® Oy ) iigy" ug

(1.36)
= gz (criapyur + criigy*ug)

where uj g) is the spinor of LH (RH) states, ¢, = II(,\?) - Qf sinfy and cg =

—Qr sin? By indicating the strengths of the coupling, and the coupling of the phys-

11



ical Z boson defined as

Ew e
— = . 1.37
87 cosBy  sin Oy cos Oy (1.37)

As stated previously, the physical Z boson does couple to LH and RH particles,
however, unequally. This is intuitively reasonable, as the current associated with
the Z boson is the mixture of the weak and U(1)y interactions, where the former
one couples only to LH particles but the latter one equally couples to LH and RH
particles.

In 1967, Steven Weinberg obtained the formula for the W and Z boson masses [3],
with the 6y which had not yet been determined then. In the following years, the
fw was measured in various experiments, and in 1982 the masses of the W and
Z bosons were predicted to be my = 82 & 2GeV/c? and mz = 92 +2GeV/c?. In
1983, Carlos Rubbia and his group discovered the W and the Z boson [4, 5] with
measured masses my = 80.403 & 0.029 GeV/c? and my = 91.188 + 0.002 GeV/c?.
Experiments later on also confirmed the couplings. The GSW model is now con-
sidered as one of the most important successes in the SM.

Despite the triumph of the electroweak unification, it did have some questions

regarding the whole mechanism. First of all, Eq. [1.27] and [1.28| demonstrate that

the fields of U(1)y and SU(2) are mixed to give physical bosons. The underlying
nature of this mixture was unclear. Secondly, four electroweak gauge bosons have
different masses, especially when comparing the photon with other three massive
particles. This fact seems to contradict the physical picture that both electromag-
netic and weak interactions are manifestations of a more fundamental electroweak

interaction. The problem with the masses happens also on the fermions. In Eq.[1.9,

12



the mass term in the QED Lagrangian can be expressed in the chiral states

_[1 1
—mpp = w307 + 5047
— |1 Pt 51+ (139
= —m(PrYr + Prr)-

In the SU(2); gauge transformation of the weak interaction, LH particles transform
as doublets while RH particles as singlets. Eq.[1.38| obviously does not follow the
required gauge invariance. Thirdly, a problem was found: the unitarity violation
of the scattering process WTW~ — WTW~. An overview of the WW scatter-
ing process can be found in Ref. [6]. The original calculation for the amplitude
included the diagrams, shown in Fig. @ The unitarity violation results from the
longitudinal polarized states of W boson and the process Wy W — W W|. The is-
sue is solved by introducing a new scalar particle to mediate the WW process. The
diagrams are shown in Fig.[1-6 All the above three problems necessitate a new
mechanism, which is now called the Higgs mechanism, with its manifestation, the

Higgs boson.

v/Z
v/Z

W- W- W- W- W- W-

Figure 1-5: The leading order diagrams for WTW~ — WTW™ scattering process.

1.1.3 The Higgs mechanism

The Higgs mechanism was proposed back to 1964 by Robert Brout and Francois
Englert, Peter Higgs, and Gerald Guralnik, C. R. Hagen, and Tom Kibble [7, 8, 9]].

13



W- W- W- W-

Figure 1-6: The diagrams for WTW~ — WTW™ scattering process with a scalar
boson as mediator.

Before formally introducing the Higgs mechanism in the SM, a single scalar
tield ¢ is used as an example to illustrate the concept. Consider the potential of the

form

1
V(9) = 5120 + gAg* (139)

The corresponding Lagrangian is given by

Lox = 5(0,0)@9) — V(9)

1 1

2 (1.40)
= 5(3;14))(3”45) - EHZW - ;LA<P4-

In this example Lagrangian, the term of (d,¢)(d"¢) can be associated with the
kinematic energy of the scalar particle. The term of ¢ can be read as the mass of
the particle (strictly to say, when u? > 0, it is the coefficient of the ¢? term that
associates to the mass). The ¢* term is identified as self-interactions of the scalar
field.

The vacuum state is the lowest energy state of the field. In the field theory,
the particles state (or the excitations of the field) can be obtained by applying per-
turbations of the field around the vacuum state. In order to have minima for the
potential, the A must be positive. When u? > 0, the minimum of the potential hap-
pens to be at ¢ = 0. When u? < 0, the term can no longer be interpreted as mass,
and the potential now has two degenerate minima at ¢ = +v = + | _T“Z |. One
needs to arbitrarily select one of the degenerate states as the ground state, then the

ground state no longer preserves the symmetry of the Lagrangian. This way to
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obtain the asymmetric vacuum state is known as spontaneous symmetry breaking.
In the SM, the Higgs mechanism is embedded in the U(1)y x SU(2); local gauge
symmetry of the electroweak sector. As the Higgs mechanism is required to gener-
ate masses of the electroweak gauge bosons, one of the scalar fields must be neutral
(therefore termed as ¢”), and the other must be charged (¢ and ¢~ = (¢7)*) to
give the longitudinal polarization states of the W boson The simplest Higgs
model, which has four degrees of freedom and consists of two complex scalar

tields, is placed in a weak isospin doublet,

o7\ 1 [¢1tign

¢ = - (1.41)
®) V2 \gs iy
The Lagrangian of this doublet of fields is
L= (3,¢)"("p) = V(g), (1.42)

To preserve the invariance under the U(1), x SU(2); local gauge transformation,
the derivative in the Lagrangian should be replaced by the covariant derivative of
the form

. Y
oy — Dy =09, +igwT - W, + ZgIEB“' (1.43)

where T = %0’ are the three generators of the SU(2) group. The Higgs potential is

of the form

V(p) =u?¢ p+ ApTp)>, (1.44)

where A is positive. The visualization of the Higgs field is shown in Fig. [1-7| The
potential is spherically symmetric, and thus the original Lagrangian is spherically

symmetric. For 2 < 0, the potential has infinite degenerate minima

2 2

1
Vo= 5@} + o3+ o3+ ed) =5 =5 (1.45)

ZBefore the Higgs mechanism, the gauge bosons do not have masses. Hence, they can only have
transverse polarization states. After acquiring the masses, gauge bosons become massive particles,
which can have longitudinal polarization state.
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Figure 1-7: The Higgs potential for u? < 0.

For the neutral photon to be massless after the symmetry breaking, the vacuum

state is chosen to be

vacuum __ L 0 (1.46)
VA |

The symmetry of the original Lagrangian is broken, given that a particular ground
state is selected among the degenerate states. A field 7 is introduced when apply-

ing the perturbation around the vacuum state

1 o1+ i
vacuum —_ . (147)
/ V2 (Z) +1n+ i4>4>

By substituting Eq.[1.47|into the Lagrangian, however, will produce massless Gold-
stone bosons and terms associated with the couplings between the massive gauge
tields and the Goldstone fields. An important fact is that every choice of the gauge
transformation, as long as it follows correct form, will not break the symmetry of
the Lagrangian. Therefore, a clever way to eliminate the Goldstone fields from
the Lagrangian is to choose a gauge transformation called Unitary gauge, and after

which the complex scalar fields will be entirely real. The Higgs doublet after the
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Unitary gauge is written as

(Pvacuum _ i 0 (1 48)
V2 \v+n)’ '

where 7 is replaced by h, which represents the physical field. After expanding all
the terms of the Lagrangian, the masses of gauge bosons can be identified as the

coefficients of the quadratic in the gauge fields.

In the Higgs doublet, the lower component is neutral (Q = 0) and has Ié\?;) =

— %, therefore the whole doublet has weak hypercharge Y = 1. Expanding the term
(Dug)" (D¥g)

(Du)" (D" ) :%(ayh) (9"h) + ég%v(wf,” + W) (WK — i@ ) (o + 1)

1
+ 5 (@ — g'By) (awW " — g'B) (0 -+ )
(1.49)

one can identify the quadratic terms as

%vzg%v (Wﬁ” w4 Wﬁz)W(Z”‘> + %vz (gwwﬁg) - g’Bu> <gww(3)” - g’B")

(1.50)
Identify the mass of the W boson by comparing
1 1
Emévw;”w(l)ﬂ - gvzgng;”ww, (1.51)
therefore
1
my = S§Wo. (1.52)

The mass the physical W boson is determined by the coupling constant of the
SU(2)r gauge interaction gy and the vacuum expectation value of the Higgs field
v.

The second term in Eq. is associated with the neutral W) and B fields,
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and can be written as
%vz (waf) — g’Bu) <8WW(3)” - g’B") —~
1.53
1z (W 3,) & —awg') (wory )
8 K # _gwg/ g/2 BH

The matrix (referred to as mass matrix) appearing in the equation is non-diagonal,
showing that the off-diagonal elements couple the W) and B fields and allow
them to mix. The physical boson fields (termed as Z, and A,,) correspond to the
eigenstates of the mass matrix, which can be obtained by solving the characteristic
equation

det(M — AI) = (giy —A)(g% —A) — giwg? = 0. (1.54)

As a result, the eigenvalues A = 0 or g%, + ¢’ with the eigenstates

3
_ W+ gwBy

Ay , my = 0 (photon)
V& + 87
(1.55)
gWW(3) _ g/B‘u 1
Zy = ”2 ~ my = Ev,/g%v + ¢’? (Z boson)
Swt8
Now, by defining the ratio of the coupling as
g/
<— = tan Oy, (1.56)

w

Eq.[1.55/can be expressed as

Ay = +By cos Oy + Wf) sin Oy

Zy = —Bysinby + Wf,3) cos Oy
Eqg.[1.27|and [1.28are retained. With Eq.[1.56| the mass of the physical Z boson is

e 1 gW (9
2cosBy

My (1.57)
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Combining with the W boson mass from Eq. [1.52, one would obtain

"W _ tan 6. (1.58)
mz

The mass of the Higgs boson myp can be identified as the quadratic term in the

Higgs boson field which is generated by the potential V(¢) in the Lagrangian,
m3, = 2A0°. (1.59)

In Eq. the gauge boson fields appears in the form of VV (v + h)?2, where
V stands for gauge fields. The VVv? terms relate to the mass of the gauge bosons,
and the VVvh and VVhh terms represent the triple and quartic couplings between
the Higgs bosons and the gauge bosons. From the weak theory, the physical W
bosons are constructed as linear combination of the W) and W(?), as shown in
Eq. Hence, the second term in Eq. associated with the W(1) and W(®) can

be rewritten as

1 1 1 1
L—Lg%\,WIZW“‘(U +h)? = Zggvvzw,;w+“ - Eg%vvw;wﬂ*h - Zg%vw;w+ﬂhh.

(1.60)
The first terms gives the masses of W boson as stated previous, the second term
represents the triple HWTW™ coupling, and the third term gives rise to the quartic
HHW*W™ coupling. The coupling strength of the HWTW ™ vertex is

1
SHWW = Eg%vv = SWmw. (1.61)

8w
cos Oy

Similarly, the coupling HZZ can be derived gyzz = my = gzmepz. The cou-
plings of the Higgs boson and the gauge bosons are proportional to the mass of the gauge
bosons.

As mentioned previously, the fermion mass term —m{pyp = —m (Pripr + Prr)

is not invariant under SU(2); x U(1)y transformation, since the RH and LH fermions
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transform differently

LH doublet fermions : ¢y — ] = lpLeingWHg’%B e

ol Y
RH singlet fermions : yr — ¥k = Pre's 25

The solution is to construct a singlet under SU(2); x U(1)y in the Lagrangian. Con-
sider an infinitesimal SU(2) local transformaion on the SU(2) doublet ¢ of the Higgs
fields,

¢ — ¢ = (I +igwe(x)-T)g, (1.63)

where T are generators of the SU(2) group. The LH doublets L undergoes the same

transformation

L — L = (I+igwe(x)-T)I
(I +igwe(x) - T) (1.64)
—rt

i

Y = L' =L(I—igwe(x)-T)

It is clear that a term of L¢ is invariant under the SU(2); transformation, or in
other word, a singlet under SU(2); x U(1)y. The effects of the transformation on
the ¢ and L compensate to each other. Combining the L¢ with RH singlet R also
results in a singlet under SU(2); x U(1)y (The conjugate of the combination is also
a singlet). Conseqently, a term in the Lagrangian of the form —y¢(LyR 4+ R$p'L)
possesses the SU(2); x U(1)y gauge symmetry. The Lagrangian, after spontaneous

symmetry breaking and in the unitary gauge, is now

Yr 17 7 Y5 7 z
Efermion mass — _7%U(£fR + ng) - 7%(ng + fRE) (165)
where y¢ is a constant known as Yukawa coupling. The first term corresponds to
the fermion masses, m; = %, representing the coupling of the fermions to the
Higgs field through the non-zero vacuum expectation value. The second term cor-
responds to the interaction between the fermions and the physical Higgs boson.

The non-zero vacuum expectation value appears only in the lower component

of the Higgs doublet, thus only fermions in the lower component of the SU(2)
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doublet (charged fermions and down-type quarks) can acquire masses, which is
obviously not the case. The way to give masses to up-type quarks is to construct
the conjugate doublet of the Higgs field ¢, which transforms in the same way as
the doublet ¢

be = —ioap* = ) [ * i (1.66)

¢ P1 — 12

The Lagrangian of the up-type quark masses is the same as Eq. [1.65 except ¢ now
is replaced by ¢.. Consequently, the Lagrangian, after the symmetry breaking, is

Yy, _ _ Yy, _ _
ﬁup-type quark masses — J:/gpv(uuR + uR”) - Ji/%p (uuR + uR”)- (1.67)

where the up-type quark masses can be identified as myp = Y6 w®  The Yukawa

N
coupling of the fermions to the Higgs field is jointly written as

V2my

Y= (1.68)

and its value is determined to be consistent with the observed fermion masses.
The neutrino masses are yet another story. The possible mechanism to account
for the neutrino masses was first introduced in Ref. [10,11], and is now known as
the seesaw mechanism. This mechanism will not be discusses in this thesis.
A review of the Higgs boson production at the LHC will be introduced in the

next sub-section.

1.1.4 The production of the Higgs boson and its decays

The main production processes at the hadron collider are gluon-gluon fusion (ggF),
vector boson fusion (VBEF, or qqH), associated vector boson production (VH), and
associated top quark pair production (ttH). The diagrams for these production
modes are shown in Fig. [1-§ and the Higgs boson production cross-sections at
the center-of-mass frame energy /s = 13TeV are is shown in Fig. [12]. The

profound results of the deep inelastic scattering experiments showed that the mo-
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mentum of the proton is not only carried by its three valence quarks, but also by
the gluons that mediate the strong interaction between quarks. In high energy col-
lisions at the LHC, the majority of energy is carried by gluons, and hence the hard

processes are dominantly produced by the gluon-gluon interactions.

Figure 1-8: The diagrams for dominant production modes. (Top left) gluon-gluon
tusion; (Top right) vector boson fusion; (Bottom left) associated vector boson pro-
duction; (Bottom right) associated top quark pair production.

Since the Higgs boson is the manifestation of the Higgs mechanism which gives
fundamental particles masses, in principal it can decay into all particles, if it is
kinematically allowed. The decay probability is interpreted as branching ratio.
The branching ratio of the most important decay channels as function of the Higgs
boson mass are shown in Figl1-10] In the following paragraphs, I will discuss main
decay channels of the Higgs boson.

The Higgs boson cannot decay into top quarks as the top quark is too heavy [13]].
The coupling between the Higgs boson and the top quark y; is then realized in
terms of the ttH production and loops of virtual top quarks in the ggF produc-
tion or in the decays to the massless particles, such as H — ¢y and H — gg.

The combined measurement of the rate of Higgs boson production through gluon-
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Figure 1-9: The SM Higgs boson production cross sections at /s = 13TeV as a
function of the Higgs boson mass [12].
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Figure 1-10: The SM Higgs boson decay branching ratios [12].
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gluon fusion and of the H — 7 decay with LHC Runl data suggested that the
Higgs boson coupling to top quarks is consistent with SM prediction within un-
certainties [14]. A measurement of the production rate of the tree-level ttH process
can provide further information as to whether there exists non-SM particles in the
loops that introduce terms compensating for other deviations from the SM. The
analysis is very difficualt, as the top-quark decays to a W bosons and b-quark,
and shortly afterwards the W decays hadronically to two jets or leptonically to a
lepton and a neutrino. Both the ATLAS and CMS Collaboration recently observe
this production channel, and establish the confirmation of the tree-level coupling
of the Higgs boson to top quarks with the combined analyses of datasets collected
at /s = 7,8, and 13TeV [15,16]. The best-fit signal strength ji from the ATLAS
measurement is 1.327028(Total) = 0.18(Stat.) ")75(Syst.), and from the CMS is
1.26705¢ (Total) = 0.16(Stat.) T037(Syst.). The ATLAS obtained a significance of
6.3 standard deviations (¢) relative to the background-only hypothesis, where the
expected significance is 5.1¢. The CMS also obtained the observed significance of
5.20 with the expected significance is 4.2c. The Higgs-top coupling can also be
probed in the search for the production of Higgs boson in association with a single
top quark. The production cross-section of this process is not only sensitive to the
absolute values of the modifiers of the Higgs-top coupling, x;, and the coupling of
vector bosons to the Higgs boson, ky, but also to their relative signs with respect
to those predicted in the SM. Hence, it provides additional information toward the
nature of the Higgs boson. The CMS Collaboration performs this search with data
collected in 2016 [17], and the results show that the observed data favor positive
sign of the coupling.

The largest branching ratio of the Higgs boson of mass my = 125GeV is to
bottom quarks, with BR(H — bb) ~ 58.2%. The measurement of the rate of the
H — bb decay offers a direct test to the magnitude of Hbb coupling, while the
relative sign of the coupling can be determined by the decay process H — Y + 7,
where the Y meson is the bound state of the b and anti-b quarks [18]. In order

to suppress the QCD backgrounds, the analysis is designed to search for the VH
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production where a W or Z boson decays leptonically, corresponding to five inde-
pendent channels: Z(¢¢)H, W(¢v)H, and Z(vv)H where ¢ = e, u. A multivariate
regression technique [19, 20, 21] is applied to calibrate the measured energy of the
b-tagged jets to improve the dijet mass resolution, after which the mass resolution
is approximately 10-15%. Both the ATLAS and CMS Collaborations recently ob-
serve this decay channel. The CMS Collaboration reaches an observed (expected)
significance of 5.6 (5.5) o with the signal strength of i = 1.04 4 0.20 [22]. The
ATLAS Collaboration announces an observed (expected) significance of 5.4 (5.5) ¢
with the signal strength I = 1.01 & 0.20 [23].

The H — t1 1~ decay mode has been considered as the only accessible leptonic
decay mode that probes the coupling of the Higgs boson to the fermionic sector. It
can also be used to constrain CP violation in the VBF production [24] and provide
sensitivity to CP violation in the Higgs boson coupling to leptons [25]. This decay
benefits from a favorable signal-to-background conditions than the H — bb decay,
however, slightly worse mass resolution of ~ 10 — 20%, resulting from the inac-
curacy of the momentum reconstruction of the T lepton. The 7 lepton can decay
leptonically as T — v{7; where ¢ = e, ;t, and hadronically to charged or neutral
pions. The analyses from both the ATLAS and CMS utilize the four most sensi-
tive 77 final states: ey, et), U1, and 1,7, where T, denotes the hadronic decay.
The ATLAS Collaboration reports the signal strength i = 1.09753% with an ob-
served (expected) significance of 6.4 (5.4) o with a combined analysis with /s =7,
8, and 13 TeV data [26]. The CMS Collaboration also obtains the signal strength
= 1.091“8:%2 with an observed (expected) significance of 5.9 (5.9) ¢ in combina-
tion with Runl data [27].

Prior to the discovery of the Higgs boson, the decay mode H — WW was con-
sidered the most sensitive channel in the mass range around the WW threshold of
160 GeV, and thus was important to the exclusion in such range. The H - WW* —
lvlv analysis profits from the fact that it has large branching fraction and has a rel-
atively low-background final state. As a result, this decay channel has very good

sensitivity to most production processes, in particular ggF and VBE. However, the
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presence of neutrinos in the final state prevents the full reconstruction of the Higgs
boson mass, and hence worse mass resolution of ~ 20%. The different-flavor lep-
tonic decay mode ey has the largest branching fraction, is the least affected by
background processes, and therefore is the most sensitive channel of the analy-
sis. The ATLAS Collaboration provides results of ggF and VBF production with
2016 data separately [28]. For the ggF production the signal strength ji = 1.21f8:§%
with an observed (expected) significance of 6.3 (5.2) o, while for the VBF the sig-
nal strength fi = O.62f8:gg with an observed (expected) significance of 1.9 (2.7) .
The CMS Collaboration reports the signal strength i = 1.28f8:%§ with an observed
(expected) significance of 9.1 (7.1) ¢, combining all considered channels [29].

The H — ZZ* — 4¢ ({ = e or u) decay has low branching fraction, but for-
tunately has the lowest background contamination, resulting in very good sensi-
tivity. It provides the direct probe in constraining the HZZ coupling. The precise
reconstruction of the final state products allows the complete determination of the
kinematics of the reconstructed Higgs boson with mass resolution of ~ 1 — 2%,
which makes it one of the most important channels to measure the properties of
the Higgs boson. The ATLAS and CMS Collaborations have both performed anal-
yses for this channel with the Runl data to determine the mass and spin-parity
of the boson [30, 31} 32|, 33|, 134], its width [35, 136, 37]], the fiducial cross sections
[22, 23], and the tensor structure of its interaction with a pair of neutral gauge
bosons [32}134,36]. These measurements provided results that are so far consistent
with the SM predictions. The CMS Collaboration provides results, based on the
combined data collected in 2016 and 2017, of the signal strength i = 1.06:“8&2 [38].
The ATLAS Collaboration reports the signal strength fi = 1.181’8&% [39]. A model-
independent measurement of the Higgs boson width is performed by the CMS
Collaboration with 2016 data using the my, distribution in the range 105 < my, <
140GeV, and is able to constrain the width to be T'y < 1.10 (1.60) GeV at 95%
confidence level (CL) for observed (expected) value [40].

Despite the small branching fraction predicted by the SM, the H — <y decay

provides a clean final state, two energetic photons, with an invariant mass peak

26



that can be reconstructed with high precision with mass resolution of ~ 1 — 2%.
Consequently, this channel was one of the most important channels for the Higgs
boson discovery and first measurements of its properties [41} 42]. Since the H —
7y decay proceeds mainly through W- and top-loop processes, interference effects
make its branching fraction sensitive to the relative sign of the fermion and vector
boson couplings. The differential cross sections enables us to test the perturbative
QCD predictions for Higgs boson production, and can be used to probe the spin
and CP properties of the Higgs boson. The CMS Collaboration provides the re-
sults using 2016 data of the signal strength jI = 1.18f8:ﬂ [43], while the ATLAS
Collaboration obtains i = 0.99f8:ﬁ. The interpretation of the coupling measure-
ments from both collaborations shows that the observed data favors the positive
sign of the coupling [44)} 45]. The ATLAS Collaboration also tries to investigate the
strength and tensor structure of the Higgs boson interactions using an effective La-
grangian, which introduces additional CP-even and CP-odd interactions [45], but
no significant new physics contributions are observed.

The decay of H — Z/v* + < shares similar diagrams to the H — 7y decay,
where in the former one a Z boson or a virtual photon * is radiated from the loop.
Measurement of this rare decay can enhance the current understanding of the na-
ture of the Higgs boson, and can also provide an alternative way to test if there
is any beyond standard model (BSM) couplings induced in the loop diagrams. A
brief summary of these extension of SM can be found in Ref. [46]47]. If there exists
BSM that is manifested through CP violation, one can also observe the anomaly
though a measurement of the forward-backward asymmetry. The ATLAS Collab-
oration sets an observed (expected) exclusion upper limit on the production cross
section times the branching ratio of the H — Z+ decay of 6.6 (5.2) times the SM
prediction at 95% CL for a Higgs boson mass my = 125.09 GeV, while the upper
limits from the CMS Collaboration varies between 6.1 and 11.4 (3.9 and 9.1) times
the SM value in the mass range of 120 < my < 130GeV [46, 47]. The CMS Col-
laboration also provides so far the most stringent limit on the H — 7* decay,

varying between 1.4 and 4.0 (2.1 and 2.3) times the SM prediction in the range of
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120 < mp < 130 GeV [46].

The rare decay H — upu offers the best possibility to measure the Higgs cou-
pling to second-generation fermions at the LHC. The expected branching fraction
for a Higgs boson mass ny; = 125.09 GeV is BR(H — uu) ~ 2.2 x 10 [48] which
is roughly one order of magnitude smaller than the H — Z/9* + 7 decay, owing
to the small Yukawa coupling of the muon to the Higgs field. The CMS Collabo-
ration sets the observed (expected) upper limit on the signal strength of 2.92 (2.16)
times the SM prediction, with combination of 7, 8, and 13 TeV data [49], while the
ATLAS Collaboration reports an upper limit of 2.1 (2.0) times the SM values [50].

The other decay of the Higgs boson to second-generation fermions that was
searched for is the H — cc process. It is commonly considered impossible to dis-
cover this channel even in high luminosity run of the LHC (HL-LHC) due to the
small branching fraction, large background in hadron collider, and jet flavor iden-
tification inefficiency [51, 52]. Nevertheless, direct search for the H — cc decay is
important in the long-term perspective, as the development of the charm-tagging
technique and the direct constraint of the Higgs-charm coupling would be valu-
able inputs to the next generation of particle colliders. The ATLAS Collaboration
presents the first search for this process with data collected in 2016, utilizing the ZH
production with the subsequent decay of the Z boson to dilepton. The observed
(expected) upper limit on the production cross-section o(pp — ZH) x BR(H —
c?) is found to be 2.7 (3.9721) pb at the 95% CL, corresponding to an observed

(expected) upper limit on the signal strength 71 < 110 (1507%)) [53].

1.1.5 The measurement of the Higgs couplings

The ATLAS and CMS Collaborations both reported the observation of a new bo-
son with a mass of my = 125.09 £ 0.21(stst.) & 0.11(syst.) GeV [54] in 2012, and
subsquent mesurements revealed its Higgs-boson-like properties [31) 132, 55, 156,
57,158,159, 60]. One of the important analyses, and most related to this thesis, is the

measurement of the Higgs coupling. A combined measurement were performed
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by ATLAS and CMS with data collected at 7 and 8 TeV [14], and the CMS Collabo-
ration provides the latest results with 13 TeV data [61]. The results from CMS with
13 TeV data will be shown in the following paragraphs.

The inputs of the analysis are the four main production processes introduced
previously, decay channels to bosons H — ZZ, WW, <+, and to fermions H —
7T, bb, puu. In this work, a so-called x—framework [62] is use Within the
framework, there are assumptions made such that the production and decay of

the Higgs boson can be factorized and parametrized as

(%) -T/(R)

I'y ’

o -BRf =7 (1.69)

where Ty is the total width of the Higgs boson and I/ is the partial width for Higgs
boson decay to the final state f. Coupling modifiers, %, are introduced in order

to test deviations in the couplings of the Higgs boson to other particles, and are

defined as ,
0; T’
K]2 = T{\/I or K]Z = —, (1.70)
o I*]
] SM

where all x; = 1 in the SM and j denotes the tested production or decay mode.
Tree-level Higgs boson couplings, suchasthe H-72 H-W, H—-t, H—-b, H —
7, and H — y, are introduced as individual coupling modifiers. For those processes
that occur at leading-order (LO) involving box or triangular loop diagrams, the
loops are resolved in terms of the corresponding coupling modifiers, weighted by
their individual contribution. Interference effects between the different diagrams
provide sensitivity to the relative signs of the Higgs boson couplings to differ-
ent particles. The coupling modifiers k. and s are allowed to vary as function of
other modifiers, provided that current LHC data are insensitive to these couplings.
The constraint on . will be introduced separately later. Other coupling modifiers
Ku, k4, and ke are not included in combination given that their magnitudes are
marginal.

There are two parametrization schemes. One is defined such that two addi-

31t was referred to as Interim framework in the cited reference.
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tional effective coupling modifiers, kg and k., which describe the loop processes
for ggF production and H — <<y decay, are introduced to account for the situation
that BSM particles may be present in these loops. The other one is to resolve the
ggF and H — 7 processes as function of remaining coupling modifiers. Fig.|[1
[11) shows the summary plots for the x-framework model with the resolved loop
scheme and the assumption BRpsym = 0. The points indicate the best fit values
while the thick and thin horizontal bars show the 10 and 20 CL intervals, respec-
tively. Without loss of generality, the value of «; is restricted to be positive. For
this model, both positive and negative values of xw, k7, and x;, are considered.
The result shows that negative values of xy are disfavored by more than 2¢. The
interference between diagrams of the ZH production leads to the break of the de-
generacy between signs, and indicates that a positive value of k7 is favored. A
negative value of x}, is preferred in this model, however, the difference between
the best-fit point and the minimum in the positive region is small. Fig. [1-12|shows
the summary plots with effective couplings scheme. In the left figure the constraint
BRpsm = BRiny + BRundet = 0 is imposed, and both positive and negative val-
ues of xw and xz are considered. In the right figure a constraint |xy| < 1, where
ky denotes k7 or kw, is imposed (same sign of xz and xw), while BRi,, > 0 and
BRundet > 0 are free parameters. The preferred sign of the xyw, opposite to the
first scheme, is negative. In Fig. [1-13} left plot shows the scan of the test statistic
as a function of BRiny, and the right plot shows the 68% and 95% CL contours
for BRiny vs. BRundet, indicating the 95% CL upper limits of BRi,, < 0.22 and
BR ndet < 0.36.

Another fit is performed using a phenomenological parameterization relating
the masses of the fermions and vector bosons to the corresponding modifiers with
two parameters, M and € [63} 64]. In this parametrization, the coupling modifiers,

v-m§ . v-m2€
M and € are related as xp = ——L for fermions and xy = M1—+Vz€ for vector bosons,

Ml+e
where v = 246.22 GeV is the vacuum expectation value [65]. The SM expectation
of x = 1, corresponds to (M, €) = (v,0). The left plot in Fig. shows the 10 and

20 CL regions in the (M, €) fit, and the results of the fit using the six modifiers are
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Figure 1-11: Summary for the x-framework model with the resolved loop
scheme [61].

359 fb” (13 TeV) 3591 (13 TeV)
C MS ® Observed CMS ® Observed
— \ == 1o interval ” [ =1c interval
K, — -4 —2cinterval z he i —2cinterval
B Bgsm=0 Ky| o iyl < 1
L : Ky ———
K ——— =
! he.| -
he.| - he, | i
IKbI |Kg| —————
B ; IKYI .
IKgl i —
- lKHI —o—o——
I, | e B
Y :
| Binv -
he, | —_— B |
n ' det
111llllllllll!llllllllllll unce \H\‘\\H‘H\\‘HH‘HH‘HH‘HH‘HH‘HH
-2 -1 0 1 2 3 -5 -1 -05 0 05 1 15 2 25 3
Parameter value Parameter value

Figure 1-12: Summary for the x-framework model with the effective couplings
scheme [61].

plotted versus the particle masses on the right-hand side, as well as the result of

the (M, e) fit. A “reduced” vector boson coupling —VKvaV is shown to represent the
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couplings of the vector bosons in the same plot. As one can see, the couplings of

these six particles to the Higgs boson are consistent within uncertainties with the

SM predictions.
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The Higgs-charm coupling

As stated previously, a sensitive measurement of Higgs-charm coupling is not fea-
sible in the environment of the LHC. There are still ways to constrain the size of
the coupling. Since c- and b-jets share rough similarities, jets originating from
charm quarks may be mistagged as b- jets. Hence, with the tagging efficiency
of c- and b-jets, one can recast the existing analyses of H — bb to constrain the
H — cc rate [51]]. This results in a model-independent bound on the charm signal
strength of . = 95“:3(5) with the results of the H — bb search in VH production
from both ATLAS and CMS Collaborations. Both ATLAS and CMS Collaboration
give a model-independent bound on the Higgs total width from the invariant-mass
distribution of the H — ZZ* and H — yin the Runl analyses. This bound on the
total width can be used to constrain the Higgs-charm coupling by assuming the
entire Higgs width is formed by Hcc. With this method, the upper bounds at 95%
CL with the CMS results is k. < 120 and with the ATLAS results is k. < 150. A
method that relies on the measurements of transverse momentum distributions of
Higgs boson was proposed to determine the limit on the coupling modifier . [66].
Fig. shows the impact of the coupling modifier k. on the normalized pi! spec-
trum in inclusive Higgs production. This letter takes the pr spectrum from the
ATLAS combined measurement of H — 7y and H — ZZ* decays with Runl
V/s = 8TeV data, and obtains the bounds on . at 95% CL of k. € [—16,18]. The
spectrum of the p at \/s = 13 TeV is expected to be slightly harder than that of
V/s = 8TeV, thus will enhance the sensitivity to k. at ongoing LHC runs as well
as possible future hadron colliders at higher energies. The CMS Collaboration ap-
plies this method with the distributions from H — 7y and H — ZZ* analyses
using data collected in 2016 to set limit on the constrain of . [67]. Fig. M shows
the simultaneous fit results for «}, and x.. On the left plot, 1 and 2¢ deviation con-
tours for the combined (H — 7y and H — ZZ*) fit to data and for H — 7 and
H — ZZ* separately, assuming coupling dependency of the branching fractions,

while the right plot assumes freely floating branching fractions in the fit. The ob-
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served (expected) constraints on «. are

—43 < K. <43 (—54 < k. < 5.3) (coupling dependent BR), (1.71)

—18.0 < k. < 229 (—15.7 < k. < 19.3) (freely floating BR). (1.72)

If the branching fractions are fixed to the SM expectations, the expected constraint

will be
— 8.7 < xc < 10.6 (SM branching fractions). (1.73)

Rare exclusive decays of the Higgs boson to mesons in association with a pho-
ton can be used to explore these couplings. For example, the H — J/i v decay can
probe the Higgs boson coupling to the charm quark [18]. This decay is the focus in
the thesis, and will be discuss in the next section. Using Run1 results of the upper

limit on H — ]/ 7y, the bound at 95% CL is set at k. < 220.
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Figure 1-15: The normalized pt spectrum of inclusive Higgs production at /s =
8 TeV with different values of x. [18].

In some extensions to the SM, modified Hcc couplings can arise [68]. For ex-
ample, within the context of the effective field theory [69, 170, 71] the Hcc coupling
is modified in the presence of dimension-six operator, leading to only an enhance-

ment of the coupling with respect to the SM at the cutoff scale Athat can be as small
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Figure 1-16: Simultaneous fit results for x;, and x. [67].

as about 30 TeV, and leaving no other signature of new physics at the LHC. In the
two Higgs doublet model with minimal flavor violation [72, 73], the Hcc coupling
can be significantly enhanced by breaking the flavor symmetry, while other cou-
plings are not severely affected. The composite pseudo-Nambu-Goldstone boson
model [74] parametrizes the coupling by the degree of compositeness and compos-
iteness scale, which can be experimentally constrained by the direct search for the

charm partner [75]].

1.2 The rare decays Z/H — J/y

1.2.1 Overview

The rare decay of H — J/i 7 is one of the proposed ways to probe the Higgs-
charm coupling. The corresponding decay of the Z boson, Z — J/i 7, can be
used as an experimental benchmark for the H — J/i 7 search, given that the
mass of the Z boson is not far from that of the Higgs boson, and to test various
QCD factorization approaches that are being used in the estimation of branching

fractions for hadronic radiative decays of bosons [76), 77, 78].
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Both the Higgs and Z boson decays have contributions from direct and indirect
processes. In the direct mechanism, Z and Higgs bosons couple to charm quarks,
and charm quarks then hadronize to form ]/ mesons. In the indirect mechanism,
the Higgs and Z bosons decay through the quark and W boson loops to y*, and
the 7* then converts to a cc resonant state. The Feynman diagrams for these decay

modes are shown in Fig.[1-17} The widths of the decays are expected to be

1 my —my,
1—'H%I/llf v %m—Hlp |-Adirect + -Aindirect|2

= |(11.71 £0.17) — [(0.6590:052) +i(0.0730:032) | ke | x 107 GeV

= 1.221709% x 108 GeV,

(1.74)
3
m _
T2 ppy = WMMG + Ajndirect|” = 2.236 75377 x 107 GeV, (1.75)
I/

where in Eq. [1.74] the equality and numerical results are taken from Ref. [18, [79],
and those in Eq. w are from Ref. [80]. In these theoretical calculations, a frame-
work of the nonrelativistic QCD (NRQCD) factorization [81] is used, where the
nonperturbative effects are parametrized in terms of the quarkonium light-cone
distribution amplitudes (LCDAs) [82, 183]. These computations will not be dis-
cussed in detail here. With the total widths of both the Higgs I'y = 4.20 MeV and
Zboson I'y = 2.4952GeV and k. = 1 in the SM, the branching fractions of both
decays are then:

Bsm(H = J/p ) = (3.0753) x 10°. (1.76)
Bsm(Z — J/9 ) = (9.0113) x 108, (1.77)

The direct and indirect amplitudes interfere destructively in both decays. In the
Higgs decay, the contribution from the indirect process is larger. Including only di-
rect process in the calculation leads to a brancing fraction of 5.28 x 108, while tak-

ing only indirect diagrams into account results in a brancing fraction of 3.25 x 10°.
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The branching fraction of the Z decay, compared to the Higgs decay, is smaller by
1-2 orders of magnitude. This results from the suppression of the indirect ampli-
tude, which is less than 1% of the magnitude of direct amplitude. One qualitative
explanation uses the Landau-Yang theorem [84], which states that the Z boson does
not decay to two on-shell photon. This requires that the indirect amplitude tends
to zero in the limit m;,, — 0.

With the branching fractions shown above, one obtains

o(pp = H) x Bsm(H = J/¢ v — ppy) = (1.78)
55 pb x 3.0 x 107® x 0.059 = 9.8 x 10 fb,
o(pp = Z) X Bsm(Z = /v = upy) =

(1.79)
5.7 x 10 pb x 9.0 x 1078 x 0.059 = 3.0 x 107! fb.

where the cross-section of the Higgs boson are summed over the ggF, VBF, VH,
and ttH productions, and taken from Ref. [48]. The cross-section of the Z boson are
calculated using FEWZ 3.1.b2 program [85].

Deviations from the SM predictions for the couplings can affect the interference
terms and may result in changes in the branching fractions. For example, the shift
in the branching fraction for H — J/¢ < can be more than 100% if the Hcc cou-
pling deviates from its SM value by more than a factor of 2, as shown in Fig. [1-18
Measurements of the direct decay of H — cc leave the overall signs of the cou-
plings undetermined. This ambiguity can be resolved by the interference terms in

H — J/¢ v, providing us with additional information about the Higgs properties.

1.2.2 Features of the decays

Due to the relatively heavy Z and Higgs bosons, the J/i and <y from their decays
will have high transverse momenta pr and energy Et (boosted). The high-Et pho-
ton will be produced back-to-back to the J/¢ particle, and hence can be distin-

guished from backgrounds easily and be identified as an isolated photon. Since
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Figure 1-17: Feynman diagrams for Z(H) — J/¢ < decay. The top diagram shows
the direct process and the remaining diagrams show the indirect processes.

the J/¥ meson from Z (Higgs) boson decay is boosted, the pr of the two muons
from its decay are anti-correlated. Further, these two muons are very close to each
other spatially. Therefore, dedicated strategies for trigger algorithms and both of-
fline reconstruction are needed.

The photon should be well separated from each muon. This event signature
can be utilized to design kinematic requirements such as the angular separation
ARﬁto reject backgrounds.

Fig.[1-19shows the distributions of key variables at the generator level. All the
distributions shown in the figure are normalized to unity. One can see that, the
momenta of muons cover a wide range: the transverse momentum pr of trailing
muoan be less than 10 GeV, while that of leading muon can be greater than 40
(60) GeV in the Z (Higgs) boson decay respectively. The photon can have high

4The coordinate system will be introduced in the next chapter.
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Figure 1-18: The relative deviations in the branching fraction for H — J/¢ v as
function of . [18].

transverse energy. The muons and the photon distribute mostly in the central re-
gion. The high-Et photon is back-to-back to the dimuon system, while the two

muons are close to each other spatially.

1.2.3 Previous results from the ATLAS and CMS Collaborations

The Z — ]/ v decay was searched for by the ATLAS Collaboration using the
data set collected at /s = 8 TeV [86]. An observed (expected) upper limit on the
branching fraction of 2.6 (2.01)?) x 10® was reported. Searches for the H — J/¢ 7
decay have been performed by the ATLAS and CMS Collaborations using the data
set collected at /s = 8TeV respectively [86, 87]. Observed (expected) limits on
the branching fraction were 1.5 (1.2f8:g) x 1073 from the ATLAS Collaboration and
1.5 (1.610%) x 10 from the CMS Collaborations. Fig. shows the three-body in-
variant mass 1, and pi!'" distributions, along with the signal-plus-background
fit to observed data collected at /s = 8 TeV from ATLAS results. Fig. shows

the non-resonant background fit to the m,,;, distributions observed in data col-

5In the analysis, two muons will be selected in the final state. The one with higher pr is referred
to as leading muon, and the other one is then referred to as trailing or subleading muon.
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Figure 1-19: The distributions of key variables at generator level in both the Z and
Higgs boson decays: pr and Et of the leading, trailing muon and the photon, pseu-
dorapidity # of the leading muon and the photon, pr of the J/i meson , angular
separation AR between muons, AR between the leading muon and the photon, p
of the Z and Higgs boson, 7 of the Z and Higgs boson, and the rapidity Y of the Z

and Higgs boson
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lected at /s = 8TeV with CMS search. Recently, ATLAS provides results with
data collected in 2016 for both decays. An observed (expected) upper limit on the
branching fraction of Z — J/i - decay is set at 2.3 (1.1703) x 10, and of the
H — J/p vis at 3.5 (3.0fé:§) x 10 [88]. Fig. shows the recent results from
ATLAS Collaboration.
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Figure 1-20: Previous result of Z (H) — J/¢ 7 decay search from the AT-
LAS Collaboration. The three-body invariant mass My and pffy Y distributions,

along with the results of signal-plus-background fit to observed data collected at
V/s = 8TeV [86].
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Figure 1-22: Result of Z (H) — J/¢ v decay search from the ATLAS Collaboration
with data collected at /s = 13 TeV in 2016 [88].
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Chapter 2

Experimental apparatus

In this chapter, the overview of the Large Hadron Collider (LHC) and the Com-
pact Muon Solenoid (CMS) will be introduced. The object reconstruction will be

summarized in the last section, as it is closely related to the detectors.

2.1 Large Hadron Collider

The LHC is so far the largest particle accelerator that human have ever built, and
currently hosted by the Europe Organization of Nuclear Research (CERN). It pos-
sesses a 26.7 km of ring and is placed more than 100 m deep beneath Geneva
and France. Such large circumference makes it able to provide high energy col-
lisions, and enables us to examine the validity of the SM and explore the physics
such as the existence of the Higgs boson, supersymmetry particles (SUSY), extra-
dimension, or even dark matter (DM). The ring consists of two individual and
parallel beam pipes, in which protons (or heavy-ions) circulate in opposite direc-
tions.

The protons are grouped together into 2808 bunches, and each bunch contains
1.15 x 10" protons. The time interval between two bunches is 25 ns, corresponding
to a collision rate of 40 MHz. A series of machines then successively accelerate and
bring proton beams to higher energy. Each beam is accelerated up to an energy of

6.5 TeV when it finally arrives at the LHC beam line.
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Figure 2-1: The CERN accelerator complex. The protons are accelerated from the
LINAC2, PSB, PS, SPS, and finally to LHC [89].

Fig. [2-1|shows the whole system of the CERN complex [89].
An important quantity in the collider physics is the luminosity £. The instan-

taneous luminosity is defined as:

dN dl

ar = O’eventa (2.1)

The %—I;] is the event production rate, and oeyent is the interaction cross section. The
integrated luminosity Lt is the integral of the instantaneous luminosity over a
period of time and a measure of the amount of data. Fig.|2-2|shows the integrated
luminosity that CMS recorded in each data-taking year [90].
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Figure 2-2: Cumulative luminosity versus day delivered to CMS during stable
beams for pp collisions at nominal center-of-mass energy. This is shown for data-
taking in 2010 (green), 2011 (red), 2012 (blue), 2015 (purple), 2016 (orange), 2017
(light blue), and 2018 (deep blue) [90].

2.2 Compact Muon Solenoid

Compact Muon Solenoid is one of the general purpose detectors located at the
LHC ring. The central feature of the CMS apparatus is a superconducting solenoid
of 13m in length and 6 m in internal diameter, providing an axial magnetic field
of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead
tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator
hadron calorimeter (HCAL), each composed of a barrel and two endcap sections.
Forward calorimeters extend the pseudorapidity (17) coverage provided by the bar-
rel and endcap detectors. Muons are detected in gas-ionization chambers embed-

ded in the steel flux-return yoke outside the solenoid.
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The adopted coordinate system, as shown in Fig.|2-3| has the origin at the nom-
inal collision point inside CMS detector, where the y-axis pointing vertically up-
ward, the x-axis pointing radially inward toward the center of the LHC, and the
z-axis pointing along the beam direction. The azimuthal angle ¢ is measured from

the x-axis in the x-y plane, while the polar angle 0 is measured from the z-axis. Ra-

E+p;c

pidity, Y, is defined as Y = JIn ( T—p.c

), where E is the energy of the particle and
p is the momentum in the z direction. This Lorentz invariant quantity indicates
the angle between the x-y plane and the direction of the measured particle. For
the highly relativistic particles, the other quantity called pseudorapidity, defined
as § = —Intan(6/2), is used, where 0 is the angle between the particle trajectory

and the z-axis (beam pipe).
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Figure 2-3: The adopted coordinate system in CMS.

The momentum and energy transverse to the beam direction, denoted by pt
and Et , respectively, are computed from the x and y components.
Fig. 2-4/shows a global view of the CMS detector [91]]. Brief description of each

sub-detector is summarized as follows.
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CMS DETECTOR STEEL RETURN YOKE

Total weight : 14,000 tonnes 12,500 tonnes SILICON TRACKERS

Overall diameter : 15.0 m Pixel (100x150 pm) ~16m* ~66M channels
Overalllength ~ :28.7m Microstrips (80x180 ym) ~200m? ~9.6M channels
Magnetic field  :3.8T

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 468 Cathode Strip, 432 Resistive Plate Chambers

PRESHOWER
Silicon strips ~16m* ~137,000 channels

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

CRYSTAL
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PEWO, crystals

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

Figure 2-4: A cutaway view of the CMS detector [91].

Superconduction magnet

The superconducting solenoid magnet, formed by a cylindrical coil of supercon-
ducting fibers, was originally designed to provide a magnetic field of 4 Tesla (T),
while in the actual operation it produces a 3.8 T of field. Such large bending power
enables us to measure the momentum of high energy charged particles precisely.
The magnetic field is confined to the volume of the detector. This is done by the

steel yoke, consisting of five layers for barrel part and three layers for each endcap.

Silicon tracker

The CMS tracker is composed of two systems: a pixel detector (for a total of 1440
silicon pixel modules) with three barrel layers, and a silicon strip tracker (for a
total of 15148 silicon strip modules) with ten barrel detection layers, four layers of
tracker inner barrel (TIB) and six layers of tracker outer barrel (TOB), extending

outwards. Each system is completed by endcaps, which consist of two disks in the
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pixel detector, three tracker inner disks (TID) and nine disks of tracker endcaps
(TEC) in the strip tracker on each side of the barrel. The acceptance of the whole
tracker system extends up to a || < 2.5. Fig. shows the schematic view of
the silicon tracker in the r-z plane. The upper plot is the cross section through the
tracker, and the lower one is one quarter of the tracker, where the paths of the laser
rays (R), the alignment tubes (A) and the beam splitters (B) of the laser alignment
system are illustrated.

For non-isolated particles with transverse momentum, pt, between 1 and 10GeV
and || < 1.4, the track resolutions are typically 1.5% in pr and 25-90 (45-150) ym

in the transverse (longitudinal) impact parameter [92].
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Figure 2-5: Schematic view of one quarter of the silicon tracker in the r-z plane [93].

Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) is a homogeneous calorimeter made of

61200 lead tungstate (PbWQy) crystals in the barrel part (0 < |7| < 1.48) and 7324
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crystals in each of endcaps (1.48 < || < 3.0). The high density (8.28 g/ cm?) and
short radiation length XOE|(0.89 cm) of the crystal result in a compact calorimeter
with fast response, fine granularity, and strong resistance to the radiation. A sam-
pling calorimeter, preshower detector (ES), is placed in front of the endcap crystals
and covers the range of 1.65 < || < 2.6. It consists of two planes of silicon sen-
sors interleaved with a total of 3X; of lead. The main task of this detector is to
help on distinguishing between single high-energy photons and the close pairs of
low-energy photons, usually from the decay of neutral pion. The ES also improves
the ability of identifying electrons against minimum ionizing particles and the po-
sition determination of electrons and photons . Fig.[2-6|shows layout of the CMS
ECAL.

—

Preshowé?(ES)

ECAL (EE)

Figure 2-6: Layout of the ECAL [94].

Hadron calorimeter

The hadron calorimeters (HCAL), a sampling calorimeter, measures the energy
of hadron jets and provides indirect measurement of missing transverse energy,
which can be neutrinos or exotic particles that do not interact with matters. Fig. |2
shows the longitudinal view of the CMS detector with the dashed lines repre-
senting fixed # values. The HCAL consists four parts: the HCAL barrel (HB), the

1One radiation length of a given material is defined as the distance after which the electron loose
1/e of its original energy.
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HCAL endcap (HE), the HCAL outer (HO), and the HCAL forward (HF). The HB,
covering the range of || < 1.3, is placed radially between the outer extent of the
ECAL and the inner extent of the magnet coil. The HO sits outside the solenoid
complementing the barrel part, and ensure the leakage of the energy not detected
by HB to be minimal. The HE covers the range of 1.3 < |y| < 3.0, a region con-
taining about 34% of the particles produced in the final state. The HF is place at
the range of |77| > 3.0, where much higher energy will be deposited compared to

other sub-detectors.

0.0 ’OJ 0.2 /DJ 0.4 ,045 /O.6 0.7 ,0.8 ,0.9 1.0 1A A2 /1.3

Figure 2-7: Longitudinal view of the CMS detector showing the locations of the
hadron barrel (HB), endcap (HE), outer (HO) and forward (HF) calorimeters [93].

Muon system

The muon system is located outside the solenoid and covers the range || < 2.4.
It is composed of three types of gaseous detectors, drift tubes (DTs), cathode strip
chambers (CSCs), and resistive plate chambers (RPCs), sandwiched among the
layers of the steel yoke. The DTs are segmented into drift cells; the position of the
muon is determined by measuring the drift time to an anode wire of a cell with a
shaped electric field. The CSCs operate as standard multi-wire proportional coun-

ters but with a finely segmented cathode strip readout, which yields an accurate
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measurement of the position of the bending plane (R — ¢) coordinate at which the
muon crosses the gas volume. The DT and CSC chambers are located in the regions
7] < 1.2and 0.9 < || < 2.4, respectively, and are complemented by RPCs in the
range |77| < 1.9. Three regions are defined and referred to as the barrel (|57 < 0.9),
overlap (0.9 < |57] < 1.2), and endcap (1.2 < |57| < 2.4) regions [95]. Fig. -8 shows
the arrangement of the muon system.
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Figure 2-8: An R-z cross section of the muon station. The drift tube stations (DTs)
are labeled MB ("Muon Barrel”) and the cathode strip chambers (CSCs) are labeled
ME ("Muon Endcap”). Resistive plate chambers (RPCs) are mounted in both the
barrel and endcaps of CMS, where they are labeled RB and RE, respectively [95].

Trigger and data acquisition system

The LHC provides pp and heavy-ion collisions at high interaction rate. This corre-
sponds to an enormous amount of data that are currently not able to be completely
stored. Furthermore, most of these interactions would be low-energy glancing col-
lisions, rather than energetic and head-on interactions where processes of inter-
ested may occur. The trigger system is designed to reduce the rate and to start the
physics event selection process. Fig.[2-9|shows the schematic diagram of the trig-
ger architecture and data acquisition system. The level-1 trigger (L1) consists of

custom-designed and programmable electronics. Information from muon system
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(including DTs, CSCs, and RPCs), ECAL, HCAL, and HF is used to reconstruct
candidate trigger objects, and these quantities are combined and forwarded to the
Global Trigger (GT), which calculates the trigger decision and sends out the signal
if it is “L1 Accept (L1S)”. This step reduces the data rate from the 40 MHz of the
LHC bunch crossing rate down to a maximum of 100 kHz. In case of a positive
L1 decision all data for the corresponding bunch crossing time is read out from
the CMS detector and transferred to the HLT, which consists of a software system
implemented in a filter farm. The high level trigger algorithm (HLT) performs a
tull reconstruction of events using a faster version of offline software and writes

data out to permanent storage at a typical rate of several hundred Hz.

40 MHz Level 1 5 Detector Front-Ends
Trigger
Readout
Systems
[ F'WE?W
5 Event | . | | Control
10% Hz Manager P4 Builder Network 100 GB/s M%r%(ijtor

wr L LT Tt

Computing Services

102 Hz

Figure 2-9: A schematic diagram of the trigger system [93].

2.3 Object reconstruction

2.3.1 Particle-Flow algorithm

The core concept of this algorithm is to optimally correlate tracks or clusters from
all sub-detectors and combines the information to reconstruct final state particles.
In order to have PF algorithm as efficient as possible, the magnetic field should be
strong enough to maximize the separation between charged and neutral particles,

and the detector should have fine spatial granularity layers that can distinguish
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merged particles, especially those in jets. The CMS meets all of these advantages
to use PF reconstruction as a global event description.

The ECAL energy clusters without being associated to extrapolated tracks from
tracker are reconstructed as photons. Electrons are reconstructed by tracks in the
tracker system with associated energy deposits in the ECAL. The bremsstrahlung
emission and energy losses when traveling through tracker materials are properly
accounted for. Muons tracks can be reconstructed in tracker, in muon system, or
the combination of the two. Charged hadrons are reconstructed by the tracks not
identified as electrons or muons with energy cluster in HCAL. The energy clusters
that correspond to excesses of energy with respect to charged hadrons and not
linked to charged particle trajectories are reconstructed as neutral hadrons.

In this analysis, photon and muons are selected as final states particles. Hence,

their reconstructions are described in detail in the following paragraphs.

Photon reconstruction

Photons are reconstructed from energy deposits in the ECAL. The algorithms,
without any hypothesis as to whether the particle from the interaction point is
a photon or an electron, identify the energy clusters and constrains them to the ex-
pected sizes and shapes, based on the study of simulation. The measurements of
photon trigger, reconstruction, and identification efficiencies and energy scale and
resolution can therefore utilize the electrons from Z — eTe™ events with a well
defined invariant mass.

The clustering algorithms are used to sum over all energy deposits in crystals
in the same electromagnetic shower. A basic cluster (BC) is chosen to be the lo-
cal maximum among the energy deposits. Several BCs are combined to construct
a supercluster (SC). The radiated energies, such as the conversions of photons or
bremsstrahlung from electrons, are corrected and recovered for their correspond-
ing SC. The energy of the photon is determined by summing the amplitude in

channels A; over the crystals i in the supercluster where the photon leaves energy,
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corrected by the intercalibration ¢; and light monitoring S;(¢) constants. The pro-

cedure can be summarized in a formula,

Ey = {Z (Si(t) X ¢j X Al-) x G(17) + EES} x Fg (2.2)
i
where G(7) is the ADC to GeV factor.

Independent methods are used to calculate the intercalibration constants (ICs),
and the combined factor is obtained from the mean of the individual IC at a fixed
value of 7, weighted by their respective precisions. A light monitoring system,
consisting of a system of lasers that inject light to crystals, is used to monitor the
time dependence of response in the ECAL resulting from the decreases in crystal
transparency in radiation exposure. The difference between input and read laser
amplitudes are then used to calculate correction factors S;(). For photon in the re-
gion 1.65 < || < 2.6 the energy deposits in the preshower Egg are also accounted
for. The cluster corrections Fy is applied to take the variation of shower contain-
ment in the clustered crystals and the shower losses of photons that convert before
reaching the calorimeter into account. The correction factors are computed with
a multivariate regression technique that estimates the energy of the photon and
its uncertainty simultaneously. The resolution of photon energy is optimized after
applying the factors.

The ECAL energy resolution was measured in beam tests, and found to be:

oF 2.8% 12%

E~ JE(GeV)  E(GeV)

The first contribution is the stochastic term, which represents the event to event

B 0.3%. (2.3)

fluctuations in the lateral shower containment. The second term comes from the
electronic noise. The last one is the constant term, characterizing the resolution at
high energy region.

The energy scale and resolution is further measured and calibrated using a high

purity Z — eTe™ samples with 2% of background contamination, estimated from
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simulation. An unbinned maximum likelihood fit to the invariant mass distribu-
tion is performed. A Breit-Wigner distribution convolved with a Crystal Ball (CB)

function [?] is used.

e_%(m;%m)z m;CABm >
CB(m — Am) = ) —y (2.4)
Y\ - Y m—Am m—Am
(%) '62'<a « aCB) P o K

where the parameter Am quantifies the displacement of the peak with respect to
the nominal Z boson mass; o¢p is the the width of the Gaussian component of the
CB function and serves as a measure of the energy resolution; the parameters « and
7 describe the tail part of CB, accounting for electrons of which energy is not fully
retained after the clustering algorithms. In this step, the ADC to GeV factor G(7)
is also adjusted and determined such that the peak value from the fitto Z — e*e™
distribution agrees with that of the simulation, independently for the barrel and
endcap. There are still unknown effects that make the resolution of Z — e*e™ dis-
tribution in data worse than that in simulation. These residual discrepancies are
corrected by adding a Gaussian smearing, where the parameters of smearing func-
tion are determined by a comparison between the lineshapes of Z — e*e™ in data
and simulation. As a result, the corrections to the energy scale vary in time, |7|
and Ry variable, which is defined as the energy sum of the 3 x 3 crystals centered
on the most energetic crystal in the candidate electromagnetic cluster divided by
the energy of the candidate. The amount of smearing required changes from about
0.1% to about 2.7%, depending on the same categories as the energy scale correc-
tions. The comparison of the dielectron invariant mass distributions in data and
simulation after energy smearing are shown in Fig.[2-10|

In the barrel section of the ECAL, an energy resolution of about 1% is achieved
for unconverted or late-converting photons in the tens of GeV energy range. The
remaining barrel photons have a resolution of about 1.3% up to a pseudorapidity
of |7| = 1, rising to about 2.5% at || = 1.4. In the endcaps, the resolution of

unconverted or late-converting photons is about 2.5%, while the remaining endcap
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Figure 2-10: The comparison of the dielectron invariant mass distributions in data
and simulation after energy smearing [43].

photons have a resolution between 3 and 4% [96].

Muon reconstruction

The muon reconstruction starts with hits in DTs, CSCs and RPCs. Those hits are
combined to form segments. This step is called local reconstruction. Three collec-

tions of muons reconstructed by different methods are described as follows:

e Standalone Muon reconstruction. The segments are used to generate the
seeds including the information of positions, directions, and estimated muon
pt. The segments and hits from DTs, CSCs and RPCs with the seeds are then
titter by the Kalman-filter technique [97]. The resulting objects are referred to

as standalone muon.

e Global Muon reconstruction. Each standalone muon track is matched "outside-
in” to a tracker track (also referred to as inner track or silicon track). This
global muon track is then fitted by combining the hits from both tracker and

standalone tracks using Kalman-filter technique.

e Tracker Muon reconstruction. Tracker tracks with pr > 0.5GeV and total
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momentum p > 2GeV are matched ‘inside-out” to the muon system, with
bending effect from magnetic field, multiple scattering and expected energy
losses while traveling through the detector materials taking into account. The
extrapolated track will be considered as tracker muon if it matches to at least

one muon segment, formed by hits within each DT and CSC.

In general, tracker muon reconstruction is more efficient than the global muon re-
construction at low momenta p < 5GeV, as it merely requires a single muon seg-
ment in the muon system. The downside is that the hadron shower with high en-
ergy may “punch through” the calorimeter and reach the innermost muon station,
which is then misidentified as a tracker muon. As for the global muon reconstruc-
tion, high efficiency is maintained for muons with higher pr, which can traverse
through more than one muon station. As a result, around 99% of muons within the
acceptance of the muon system can be well reconstructed either as global muon or
tracker muon, and usually as both. For those only reconstructed as standalone
muon, they are usually not used in physics analyses as they have worse momen-
tum resolution and are more probable from cosmic-ray.

The ensemble of reconstructed muons (abbreviated as reco muon) is used as in-
gredient by the PF event reconstruction. In the PF algorithm, some of identification
requirements together with the measurement of energy in the calorimeter are op-
timized to identify muons with high efficiency and low fake rate, especially those
in jets as fake or missed reconstructed (identified) muons can bias measurements
of jets and missing transverse energy ETsS. Consequently, this selection is able to
retain not only isolated muons but also non-isolated muons, and those from decay
products of hadron that typically treated as background.

Three sets of requirements are imposed to label reco muons as “isolated”, “pf-
tight”, and “pf-loose”, and are grouped as particle-flow muons. Reco muons are
considered to be isolated if the sum of the pr of the tracks and of the transverse
energy of the calorimeter hits calculated in a cone of size AR = 0.3 centered on the
muon is less than 10% of the muon pr. The pf-tight and pf-loose selections, tuned

to identify muons in jets, are applied to the remaining reco muons. The pf-tight
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criteria requires the muon track to have a certain number of hits with compatibility
with the muon segment and the energy deposited in calorimeter, defined by a
template-based simulation. In the pf-loose selection the required number of hits
are relaxed and the compatibility requirements are simply replaced to a matching
of the track to hits in the muon stations.

Matching muons to tracks measured in the silicon tracker results in a relative
transverse momentum resolution, for muons with pt up to 100 GeV, of 1% in the
barrel (|| < 0.9) and 3% in the endcaps (|| > 0.9). The pr resolution in the barrel
is better than 7% for muons with pt up to 1 TeV [95]. The improvement compared
to the 2010 results [98] is primarily due to the improvement to the tracker align-

ment [99].

2.3.2 Pile-up & Primary vertex

The high instantaneous luminosity of the LHC results in multiple proton-proton
interactions per bunch crossing, which is often referred to as event pile-up. In
13 TeV collisions in 2016 data-taking period, there was on average 27 interactions

per bunch crossing, as shown in Fig. [90].
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Figure 2-11: Mean number of interactions per bunch crossing for the 2016 pp run

at 13 TeV [90].

The reconstructed vertex with the largest value of summed physics-object p3
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is taken to be the primary pp interaction vertex. The physics objects are the jets,
clustered using the jet finding algorithm [100, [101] with the tracks assigned to the
vertex as inputs, and the associated missing transverse momentum, taken as the
negative vector sum of the pr of those jets. The simulated tf events (inclusive
decays) are used to validate the performance of the vertexing algorithm. Conse-
quently, a resolution, defined as the difference between the position of the recon-
structed vertex and the true vertex along the z direction, better than 1 mm can be
achieved, and a harder pr threshold (pr i) for a track to be taken into account
does not result in a significantly degradation of the resolution. The efficiency of
reconstructing the primary vertex within 5 mm of the true vertex is ~ 97%. Re-
stricting it to be within 1 mm of the generated vertex, the efficiency is about 90%

for pr min = 2GeV, and remains at ~ 86% with pr i, = 5GeV [102].
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Chapter 3

Analysis procedures

3.1 Data and simulated samples

3.1.1 Data sample

The MuonEG dataset collected in 2016 at /s = 13 TeV, corresponding to a total
integrated luminosity of 35.9 fb™!, is used. The data for each run period is sum-
marized in Table 3.1l The data used are recorded with all sub-detectors running

under good condition.

Dataset Name Luminosity( b1
/MuonEG/Run2016B-03Feb2017_ver2-v2/MINIAOD 5.8
/MuonEG/Run2016C-03Feb2017-v1/MINIAOD 2.6
/MuonEG/Run2016D-03Feb2017-v1/MINIAOD 4.2
/MuonEG/Run2016E-03Feb2017-v1/MINIAOD 4.0
/MuonEG/Run2016F-03Feb2017-v1/MINIAOD 2.7
/MuonEG /Run2016F-03Feb2017-v1/MINIAOD 0.4
/MuonEG/Run2016G-03Feb2017-v1/MINIAOD 7.5
/MuonEG/Run2016H-03Feb2017_ver2-vl/MINIAOD 8.4
/MuonEG/Run2016H-03Feb2017_ver3-v1l/MINIAOD 0.2

Table 3.1: Summary of data sample used in the analysis.
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3.1.2 Simulated samples
Signal samples

The H — J/¢ v — upy sample, with my = 125GeV, is produced with POWHEG
v2.0 [103, 104] for ggF, VBE, VH, and ttH productions. The generator is interfaced
with PYTHIA 8.212 [105}[106] for hadronization and fragmentation with underlying
event tune CUETP8M1 [107]. The parton distribution function PDF set used is
NNPDEF3.0 [108]. The samples used, with the cross-section for each production
mode taken from Ref. [12], are summarized in the Table The cross sections
for all the productions are calculated with QCD and electroweak (EW) corrections.
The EW correction for each mode includes the calculation up to next-to-leading
order (NLO). The QCD correction for the ggF is calculated at next-to-next-to-next-
to-leading order, at next-to-next-to-leading order (NNLO) for the VBF and VH ,
and at NLO for the ttH.

Dataset name Production | Cross-section(pb) | Order
/ggH_HTo]PsiG*/RunlISummer16*/* ggF 48.6 N3LO QCD & NLO EW
/VBFH_HToJPsiG*/RunlISummer16*/* VBF 3.78 NNLO QCD & NLO EW
/ZH_HTo]PsiG*/RunllSummer16*/* ZH 0.884 NNLO QCD & NLO EW
/WpHJ_HToJPsiG*/RunlISummer16*/* | WtH 0.840 NNLO QCD & NLO EW
/WmH]J_HToJPsiG*/RunlISummer16*/* | W™H 0.538 NNLO QCD & NLO EW
/ttH_HToJPsiG*/RunlISummer16*/* ttH 0.507 NLO QCD & NLO EW
Total 55.1

Table 3.2: Summary of Higgs boson signal samples.

The Z — ]/ v — uuy sample, with mz = 91.2GeV [65], is produced with the
PYTHIA 8.226 generator for hadronization and fragmentation with tune CUETP8M1.
The SM Z boson production cross section includes the NNLO contribution, QCD
and electroweak corrections from FEWZ 3.1 using the NLO PDF set NNPDF3.0. To
account for the potential mismodeling of the Z pr distribution and the missing *
contribution in the sample, we apply the Z pr reweighting. The Drell-Yan jets sam-
ples (with m;; > 50GeV), one generated with MADGRAPH5_aMC@NLO matrix-
element generator and the other one with POWHEG generator, are used as refer-
ences to calculate the reweighting factors. In both samples, the NLO contribution,

the interference, and the contribution of the v* diagrams are included. The left plot
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of Fig. [3-1| shows the Z pr distributions at generator level of the Z — J/¢ v and
Drell-Yan jets samples. The interference between diagrams at NLO in aMC@NLO
sample are properly handled. The ratio of the two pt distributions “Drell-Yan jets
(aAMC@NLO)” to "Z — J/i " is used as binned weight, as shown in the right plot

of Fig.[3-1|

AU

Zouhyy

3

T '_"_'_,_nl"
|
Weight

1 Drell-Yan + jets (aMC@NLO)

Drell-Yan + jets (POWHEG)

n = W 4 I I I I
0 50 100 150 200 250 300 0 50 100 150 200 250 300

p$ (GeV) p$ (GeV)

Figure 3-1: The right plot shows the Z py distributions at generator level of the
Z — ]/ v and Drell-Yan jets samples. The left plot shows the ratio of the two pr
distributions ”Drell-Yan jets(zaMC@NLO)” to “Z — J/i ", as binned weight to be
applied to the PYTHIA sample.

J/¢ polarization

The Higgs boson is now commonly believed to be a spin-0 particle, and the J/y
from its decay is therefore transversely polarized (with J; = £1). However, this
polarization is not correctly simulated in the generation. The distribution of cos6
was checked, where 6 is the angle between the muon and the direction of J/i,
and is derived at the generator level. The angle 0 is calculated without kinematic
requirement and in the rest frame of ]/, where the direction of J /i is obtained from
the center-of-mass (CM) frame of the Higgs boson (the helicity frame). The H —
J/¢ v samples are therefore reweighted using weight w = 3/4 x (1 + (cos0)?) per

event [109]. This reweighting preserves the total number of events in the samples,
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however, results in a decrease of the signal acceptance by 7.0%. No systematic
uncertainty is assigned for this procedure since the reweighting is done via exact
formula, and the angular distribution after reweighting is the one we expect. Fig.[|3
|g| shows the distributions of the H — J/¢ v samples before (green), after (blue)
reweighting, and of the H — 7*v sample (red) where the polarization of y* is

correctly simulated.

3. 0-04 | 1T ‘ T ‘ 1T T T ‘ T TT ‘ T TT ‘ T TT ‘ T TT ‘ T TT ‘ T \7
© " CMS Hoyty ]
0.035 ; Simulation H—J/yy (before reweighting) {
E H—J/yy (after reweighting) E
0.03 -
0.025( {
0.015F {
0.01F —
0.005[ -
0 : 11| ‘ 111 ‘ 11| ‘ 111 ‘ 11| ‘ 1 11 ‘ 11| ‘ 1 11 ‘ 11| ‘ 11 | :

~1 -08-06-04-02 0 0.2 04 0.6 0.8 1
COS(up, p*)

Figure 3-2: Distributions of cosf of ]/ — up and y* — uu. The green distribution
is the H — J/¢ oy sample before reweighting; the red distribution is from H — 7*~;
the blue distribution is H — J/i v sample after reweighting.

The Z boson is a spin-1 particle, the J/¢ from its decay can be transversely (with
Jz = £1) or longitudinally polarized (with J; = 0), depending on the polarization
of the Z boson. Fig. [3-3| shows the cosf distributions with different polarization
scenarios. Table [3.3|summarizes the reweight formulae and effects on acceptance
from different polarization assumption.

The results from the Z boson polarization measurement are not used to con-
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strain the helicity of the ]/ meson in this analysis. The signal acceptance is there-
fore calculated for the unpolarized case and for two extreme scenarios, one in

which the J/4 is fully transversely polarized and the other in which it is fully lon-

gitudinally polarized

2016 35.9 fb™! (13TeV)
3. 005 T 17T ‘ LI ‘ L L L ‘ L ‘ L ‘ L ‘ L ‘ T 1T 1]
© - N .
- Unpolarized 7
0.045— C.MS . -
= Simulation Transverse polarized ]
0.04 |— Longitudinal polarized —
0.035 —
0.03— —
0.025 -
0.02 ;.—.ﬂ_l_r =] _,_|-|_|'IJ-|-._rI-|_L|_.-I'I--L|—|_|-|_.-|_ T
0.015 —
0.01— —
0.005 —
0 = 11 | ‘ 11| ‘ 11 | ‘ 11 | ‘ 11 | ‘ 11 | ‘ 11 | ‘ 11 | ‘ 11 | ‘ 11 | -

-1 -08 -06 -04 -0.2 0 0.2 0.4 0.6 0.8

COS(LLIL %)

Figure 3-3: Distributions of cos® of ]/ — upu decay resulting from different po-
larization scenarios. The blue distribution is the unpolarized scenario; the earthy
yellow distribution is fully transversely polarized scenario; the red distribution is
tully longitudinal polarized scenario.

Jz | Polarization scenario Formula Effect on acceptance
+1 Transverse 3/4 x (1+ (cosh)?) -7.8%
0 Longitudinal 3/2 x (1 — (cosh)?) +15.6%

Table 3.3: Summary of the reweight formulae and effects on acceptance from dif-
ferent polarization scenarios.

Background

The Higgs boson Dalitz decay [110], H — "y — uppy, results in the same final

state as the signal. This process exhibits a peak in the three-body invariant mass
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myu, at the Higgs boson mass, and is therefore referred to as a peaking, or reso-
nant, background. It is taken into account when deriving the upper limit on the
branching fraction for H — J/¢ 7. The diagrams for H — 7" process are shown
in Fig.[3-4] Samples of Higgs boson Dalitz decays, produced in ggF, VBF, VH for
my = 125GeV, are simulated at NLO using the MADGRAPH5_aMC@NLO 2.6.0
matrix element generator [111], interfaced with PYTHIA 8.212 for parton shower-
ing and hadronization. The dimuon invariant mass 1, in the ggF sample is re-
stricted to be less than 50 GeV, while in VBF and VH samples it is less than 60 GeV.
The contribution of the ttH is accounted for by scaling the VBF signal to the ttH
production cross section. The branching fraction for H — 7*+ is obtained from
MCFM 7.0.1 program [112]. The other source of peaking background comes from
the decay of a Higgs boson into two muons, with a photon radiated from one of
the muons. Fig. 3-5 shows the distributions of some kinematic variables for the
H — pp and the H — J/¢ v decays. As one can see, the event signatures of the de-
cay are different from those of the H — J/i . The contribution of this background

is found to be negligible after the event selection.

Dataset name Bsy(H — v*y — ppy)
/GluGluHToMuMuG_M125_mll-0To50* /RunlISummer16*/MINIAODSIM | 3.83x10™
/VBFHToMuMuG_M125_MLL-0To60* / RunlISummer16*/MINIAODSIM 3.92x10%
/ZHToMuMuG_M125_MLL-0To60* /RunlISummer16*/MINIAODSIM 3.92x10°
/WHToMuMuG_M125_MLL-0To60* / RunlISummer16*/MINIAODSIM 3.92x10%

Table 3.4: Summary of Higgs Dalitz decay samples.

Figure 3-4: Main diagrams for the Higgs Dalitz decay, H — 7v*y — upy.
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Figure 3-5: Distributions of kinematic variables for the H — pyp and the H — J/ip v
decays. (Top left) pt of the leading muon; (Top middle) pt of the treailing muon;
(Top right) Et of the photon; (Bottom left) angular separation AR between muons;
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Similarly, the Drell-Yan process, pp — Z — upy is a peaking background for
Z — J/ip v. The diagrams for the pp — Z — <y process are shown in Fig. [3-6
The MADGRAPH5_aMC@NLO 2.6.0 generator at leading order with the NNPDF3.0
PDF set, interfaced with PYTHIA 8.226 for parton showering and hadronization
with tune CUETP8M]I, is used to generate a sample of these resonant background
events. The photons in these events are all produced in final-state radiation from
the Z — uu decay and therefore the m,,,, distribution peaks at the Z boson mass
and there is no continuum contribution. Kinematic requirements, such as 2 <
My, < 15GeV and E} > 20GeV, are imposed when generating the sample, and

results in an inclusive cross section of 93.0 pb. The additional photons added by

Figure 3-6: Main diagrams for the Drell-Yan process, pp — Z — uu<y.

PYTHIA may modify the photon Er modeling in the sample. The effect is checked
by using generator level information. Figs.[3-7shows two distributions, one is the
Et of the photons which are prompt final state{l(in blue) and the other one is the
Et of the photons added by the PYTHIA8 when it is interfaced with aMC@NLO (in
red). The number of photons with E > 33 GeV added by PYTHIAS is only 0.3%
of those from hard scattering. Therefore, the interface with PYTHIA has minimal
effect on the overall photon Et spectrum. No additional uncertainty is assigned.
There are also background processes that do not give resonance peaks in the

three-body invariant mass spectrum. These are referred to as non-peaking (non-

LA particle is labeled as prompt if it is from the hard process in an interaction.
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Figure 3-7: The Et of the photons which are prompt final state (in blue) and the
other one is the Et of the photons added by the PYTHIA when it is interfaced with

aMC@NLO (in red).

resonant) backgrounds. These processes include

e The Drell-Yan FSR process: pp — Z + Ypsr — J}YFSR, Where my,, is within

the Higgs (Z) mass window.

e The Drell-Yan ISR process: pp — Z/7* + yisr — Hp7Y1sR, where my,, is

within the J/¢ mass window and m,,, is within the Higgs (Z) mass window.

e pp = Z/v*(— up) +jets, where a jet is misidentified as an energetic photon

which can fire the trigger and pass the event requirements.

e pp — 7 +jets, where the muons can come from the jets.

e Inclusive quarkonium production with a jet reconstructed as a photon pp —

J/¥ + jets /<y, where the muons come from the quarkonium, J/¢, in our cases.

Since currently no proper simulated samples for those processes are available,

these non-resonant backgrounds are modeled using the fits to 1, in data, which
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will be introduced in Sec. 3.5

Pile-up reweighting

The simulated sample is reweighted in analysis level using minimum bias events
with cross section of 69.2mb. The corresponding systematic uncertainties are de-
scribed in Sec.[3.7} and are estimated to be less than 1.5% on the expected yields of

the signal in both channels.

3.2 Trigger

The HLT_Mul7_Photon30_CaloldL_L1ISO trigger is used in this analysis. At the
L1 (L1_Mub5IsoEG18), the trigger requires the presence of a muon with pr greater
than 5 GeV and an isolated electromagnetic object with pr greater than 18 GeV. The
main HLT requires a muon and a photon with pt greater than 17 GeV and 30 GeV,
respectively. No isolation requirement is imposed on the muon by the fact that the

small angular separation between muons in the final state.

The choice of the trigger

A study is made to compare the resulting signal efficiency with different triggers.
In the single muon trigger, the p threshold on muon is high and there is isolation
requirement calculated in the cone AR = 0.3. For the double muon trigger, the
pr cut of 8 GeV is imposed on the subleading muon, and there are requirements
on the isolation calculated using tracker information. Among the triggers used
in analyses associated with heavy flavor or quarkonium physics, most of them
are pre-scaled and target at different physics content. The only suitable choice is
the HLT_Dimuon20_Jpsi_v6. The L1 seed of this quarkonium trigger requires two
muons of pr greater than 13 and 6 GeV respectively.

Fig. 3-8 shows the trigger efficiency in the H — J/¢ <y signal as function of pr of

the leading muon, pr of the dimuon system, photon Et, angular separation (AR)
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Figure 3-8: The trigger efficiency in the H — J/¢ <y signal as function of leading
muon pr (top left), pr of the dimuon system (top right), photon Et (middle left),
angular separation AR between the muons (middle right), invariant mass of the
dimuon system m,,;, (bottom left), and the number of vertex (bottom right).
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Trigger path
Single muon trigger
HLT_IsoMu24_v* OR
HLT IsoTkMu24 v*
Double muon trigger
HLT Mul7 TrkIsoVVL_Mu8_ TrklIsoVVL_v* OR
HLT_Mul7_TrkIsoVVL_TkMu8_TrkIsoVVL_v* OR
HLT_Mul7_TrkIsoVVL_Mu8_TrklsoVVL_DZ_v* OR
HLT Mul7 TrklsoVVL_TkMu8_ TrklsoVVL_DZ_v
Muon-Photon trigger
HLT Mul7_Photon30_CaloldL_L1ISO_v*
Quarkonium trigger
HLT_Dimuon20_Jpsi_v*

Table 3.5: Triggers used in the signal efficiency study.

between the muons, invariant mass of the dimuon system m,,;,, and the number
of vertex. As one can see, the muon-photon trigger preserves the highest signal
efficiency. The inefficiencies of double muon and quarkonium triggers are respon-
sible for that both triggers are not specifically designed for the muons with small
separation. The efficiency of single muon trigger is slightly lower than that of the
muon-photon trigger, which may be due to the isolation requirement and high pt
threshold. Consequently, the muon-photon trigger is chosen.

In the actual signal events, the trigger efficiency is 89.2 (84.2)% in the Higgs (Z)
boson decay. The trigger efficiency is measured in the control sample, and found to
be 81.5 (83.3)% in data (simulation). The method of this measurement is described

in the next section.

Trigger efficiency measurement

Trigger efficiency in data is measured using Z — ppu<y control sample in the dataset
collected by single muon trigger, while in the simulated events the Drell-Yan jets
with m;; > 50GeV sample is used. Events must have at least two muons and
one photon in the final state, and are required to pass at least one of the two single

muon triggers, HLT_Mulso24 or HLT_MuTkIs024. The muon that fires one or both
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triggers is considered as the tag muon, and is further required to pass Tight Muon
ID and relative isolation requirement [95]. One muon and one photon are then
selected as probe objects, and are required to pass the kinematic selections listed
below, which ensure that they come from the Z decay with a final-state-radiated

(FSR) photon.

e 0.1 < AR(y,v) < 0.8, where the lower bound of 0.1 rejects events where
the selected photon picks up the track from one of the muons, and the upper

bound of 0.8 rejects events where neither muons emitted the photon

o 1My + myu, < 180 GeV to reject contribution from initial-state-radiated (ISR)

photons

o 60 < myy, < 120GeV, the mass window cut used to identify the Z boson.

If there are two muons passing tag selections simultanously, we could choose
between two possible tag muons. In this case, both choices are considered and
tested, and the event is counted twice. This is to avoid underestimating the effi-
ciency and the potential bias on the measurement.

The Z boson cadidate mass distribution in data and MC obtained through this
method are shown in Fig.[3-9] Offline selection requirements of the analysis are
applied in order to factorize the selection efficiency. The events passing all these
selections are counted as the denominator of the trigger efficiency. For the numer-
ator, the probe muon (photon) is tested to see if it can fire the muon (photon) leg
of the muon-photon trigger used in the analysis. The filters in the muon-photon
trigger are listed in Table[3.6] (The filters checked for the muon and photon legs
are different between runs B to E and F to H. The filters in the MC sample are the
same as those in run F to H in data) The filters marked in red color are used for
testing the muon leg, while those in blue are for the photon leg.

There is almost no Run-dependency in trigger efficiency (except for period B),
as shown in the red points in Fig. [3-10| as well as the constant fits and the re-

sulting )(2/ ndf. The black points shown here, which serve as a reference, are the
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efficiencies with the standard loose muon ID with additional d; and dXy cuts used
previously in this analysis.

Trigger efficiency as a function of probe photon Et, probe muon pr, probe
muon psudorapidity 7#, and probe photon supercluster psudorapidity 7J- are
shown in Fig. 3-11] The efficiency as function of probe muon pr is made with
the probe photon Er > 33 GeV. Similarly, the plot as function of probe photon Et
is made with the probe muon pt > 20 GeV.

The trigger efficiency scale factors — the ratio of Data/MC efficiencies — are to
be applied to simulated samples. They are derived in bins of probe muon pr and
probe photon Et in 2 photon supercluster eta 775¢ regions : Ecal Barrel (EB) region
(0 < ysc < 1.4442) and Ecal Endcap (EE) region (1.566 < 5sc < 2.5). When
applying the trigger efficiency scale factors to MC samples, it is assumed that the
leading muon is the one that fires the muon leg of the trigger, so the leading muon
pr and photon Et are used to determine which trigger efficiency bin to apply on
an event. Results for the trigger efficiency measurement are shown in Fig. [3-12|
and the scale factors are shown in Fig.[3-13| The uncertainty of each bin on Fig. [3{
12| only includes statistical uncertainty, while uncertainties shown in Fig.[3-13|are

total systematic uncertainties, which will be detailed in Section M
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Figure 3-9: The Z boson candidate mass after selection in data(top) and
MC(bottom).
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HLT Mul7 Photon30 CaloldL L1ISO ve6

Run B~E

Filters

hltL1sMu5IsoEG18
hltPreMul7Photon30CaloldLL1ISO
hltL1fL1sMu5IsoEG18L1Filtered5
hltL2fL.1sL1Mu5IsoEG18L1{5L.2Filtered”
hItL3fL1sL1MubIsoEG18L1{5L.2f7L 3Filtered17
hltEgammaCandidates
hItEGL1MubIsoEG18Filter
hltMu17Photon30Calold LL1ISOET tFilter
hltEgammaClusterShape
hltMu17Photon30CaloldLL1ISOClusterShapeFilter

hltEgammaHoverE

hltMul7Photon30CaloldLL1ISOHEFilter

HLT Mul7 Photon30 CaloldL _L1ISO_v9

RunF~H, MC samples

Filters

hltL1sMu5IsoEG18IorMub5IsoEG20
hltPreMul7Photon30Calold LL1ISO
hltL1fL.1sMu5IsoEG180ORMub5IsoEG20L1Filtered5
hItL2fL.1sL1Mub5IsoEG180ORL1MublsoEG20L1{5L2Filtered7
hItL3fL1sL1MubIlsoEG180ORL1MubIsoEG20L1{5L.2f71.3Filtered17
hltEgammaCandidates
hItEGL1Mub5IsoEG180ORMubIsoEG20Filter
hltMu17Photon30CaloldLL1ISOORET Filter
hltEgammaClusterShape
hltMu17Photon30CaloldLL1ISOORClusterShapeFilter
hltEgammaHoverE

hltMul7Photon30Calold LL1IISOORHEFilter

Table 3.6:

Filters in the muon-photon trigger, listed in sequence. The filters

marked in red color are used for testing the muon leg, while those in blue are
for the photon leg.
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Figure 3-10: Trigger efficiency in each run period. Points in black correspond to
the efficiencies measured when using the standard loose muon ID with additional
dz and dyy cuts used previously in this analysis, while red points correspond to the
efficiencies measured using the muon ID optimized for H — ZZ* — 4l analysis
that is currently used.
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Figure 3-11: Trigger efficiency as a function of probe muon pr (top left), probe
photon Et (top right), probe muon pr (bottom left), and probe photon #7°¢ (Bottom
right).
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Figure 3-12: Trigger efficiency in bins of muon pt vs photon Et for data with the
photon in EB region (top left) and in EE region (top right), and for MC with the
photon in EB region (bottom left) and in EE region (bottom right).
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3.3 Object identification

3.3.1 Muon identification

It was observed in 2016 data that a single muon may be incorrectly reconstructed
as two or more muons. To deal with this situation, the “ghost cleaning” procedure
is performed. Tracker muons matched to segments in at least tow muons stations
are retained. If there are two muons sharing more than 50% of their segments, the
one with lower reconstruction quality is removed.

Two opposite-sign muons are selected with the identification requirements which

are motivated by H — ZZ* — 4/ analysis [40] and are listed as follows:

e Muons must be reconstructed as particle-flow muons, and can either be global
muons or tracker muons. Those only reconstructed as standalone muon are

rejected.
e pT > 4, ’17| <24

e Muons must have dy, < 0.5cm, d; < 1cm, where dy, and d, are defined as
the closest distance between the track of the muon and the PV in the ¢ plane

and the z direction respectively.

e Significance of the impact parameter in 3-dimensional space SIP;p = |IP/0p| <
4, where IP is the closest distance between the track of the muon and the

event vertex, oyp is the uncertainty of the IP.

The usage of impact parameter cuts suppresses the muons from the decays of
heavy-flavor hadrons or products of cosmic ray. If the muon pr is greater than
200 GeV, it is selected if it passes Tracker High-pt ID. After the whole set of selec-
tion, there is no event with the muon pr greater than 200 GeV in both Higgs and Z
boson searches.

In order to discriminate prompt muons from Higgs (Z) boson decays from those

from electroweak decays of hadrons within jets, the Particle-Flow isolation require-
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ment is applied. In this analysis, the relative isolation is calculated for the leading

muon.

L 4 max 0, CER + 2B — pfY ()

TH

3.1
ph o

A cone of size AR = +/(An)2 + (A¢)? = 0.3 is constructed around the direction

harged .
of muon momentum. The } p% 78 is the scalar sum of the transverse momenta

of charged hadrons originating from the chosen primary vertex of the event. The
y_ Eneutral and Y~ ET are the scalar sums of the transverse energy for neutral hadrons
and photons, respectively. Since the isolation variable is sensitive to energy de-
posits from pileup interactions, the ptU (i) contribution is subtracted. The pileup

contribution pL¥ (1) = 0.5y ng,z’

, where i runs over the momenta of the charged
hadron PF candidates not originating from the primary vertex, and the factor of
0.5 corrects for the different fraction of charged and neutral particles in the cone.
These momentum and energy sums do not include the contribution from the muon
itself. AB correction is applied, where Ap = 0.5 Z;}Erged hadron pr is the estimation
of the energy deposit of neutral hadrons and photons from other pileup vertices.
The isolation is required to be less than 0.35 for the leading muon, corresponding
to ~ 96% of signal efficiency and ~ 81% of background rejection power.

The reason that the isolation is not calculated for the trailing muon is that the
AR for most of selected muon pairs are less than 0.3 (as can be seen from Fig. [3]
26} [3-27, and [3-28), which means that the trailing muon is within the isolation cone
defined with the leading muon. The Isolation efficiencies as functions of plfading "

pfrraﬂing !, yleading iy trailing 4 _and pf;y are shown in Fig. 3-14l Applying isolation on

both muons is about 7% less efficient than applying it only on the leading muon,
which is due to the fact that the trailing muon pr is not significantly greater than
other activities in the defined cone.

When the subleading muon is in the isolation cone of the leading muon, its pt
contribution is subtracted in the isolation sum of the leading muon, and vice versa.

This can be verified by looking at the isolation of the leading muon divided by
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Figure 3-14: Relative isolation efficiency for muon as function of p;

(top left),

P18 (top right), 7' # (bottom left), pi" (bottom right).
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the pt of the trailing muon in each sample with isolation requirement relaxed, as
shown in Fig.[3-15, All the distributions are normalized to unity. If the subleading
muon is not excluded in the isolation of the leading muon, then it is expected that

there will be a peak at ~ 1 on the distribution, which is not seen.

1\\\\\\\\\\\\\\\‘\\\‘\\\‘\\\‘\\\‘\\\
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Figure 3-15: The isolation of the leading muon divided by the pt of the trailing
muon in each sample. All the distributions are normalized to unity.

Fig. shows the m,,, distributions of the events selected with isolation re-
quirement (left) and without isolation requirement (right). Muons from J/i decay
must be true muons, so the fake muons should mostly fall in the continuum back-
ground but not form in J/i peak. Therefore, the numbers of background, Nbkg,
from the fit can roughly tell us how many fake muons will be selected if no isola-
tion requirement is imposed. By removing the isolation cut, Nbkg changes from
~ 492 to ~ 756, meaning that fake muons roughly decrease by 34.9%.

The other information that can be extracted here is that, lots of events from
QCD background can be removed by applying the isolation, based on the fact that
the J/i in the distributions are from QCD events rather than from actual signal
H(Z) — J/iy. Whether the isolation is applied or not has negligible impact on the
expected signal yields (less than 1%).
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Figure 3-16: The m,, distributions of the events selected with isolation require-
ment (left) and without isolation requirement (right). By removing the isolation
cut, the fake muons roughly decrease by 34.9%.

Muon momentum calibration

In this analysis, Rochester Muon Momentum Corrections [113] derived for 2016
dataset are applied. Biases in the measurement of muon momenta in hadron col-
lider experiments can originate from several sources such as misalignment of the
detectors, the deficiency in the software reconstruction, and uncertainties in mag-
netic field. Corrections are developed to remove such biases. The momentum scale
corrections are extracted using the average of 1/pr (< 1/prt >) spectra of muons
from Z decay, while the resolution corrections and scale factors are derived by
comparing the m,,, distributions between data and MC. The corrections are then
applied to correct the momentum scale in data events and resolution in simulated
events. We validate whether the Rochester correction would give consistent en-
ergy scale and resolution between data and MC for the muons from decay of J/i
candidates in H — J/i7y events. In this validation study, the events are required to
satisfy the nominal selection requirements with relaxed dimuon and photon trans-
verse momenta (py", E}/myu, > 0.16(20/125)). To quantify the scale and resolu-

tion, a Breit-Wigner convolved with a Crystal Ball function (Eq. 3.2) is used to fit
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the distribution for the signal events. For the data events, Breit-Wigner convolved
with a Crystal Ball function in addition of the Bernstein 1¢; polynomial (Eq.[3.3) is
used as model. As can be seen in Fig. the m,,;, distribution in MC is smeared,

while the scale of the My distribution in data is shifted.

firg—mc = BW(m, A) ® CB(0, ocp, a, 1) (3.2)

f]/l/deata = Nsig X f]/l[J*MC + kag X Bern.lst(pl) (3.3)

Associated systematic uncertainty is quoted and will be detailed in Sec ??2.

Muon efficiency measurements

A “tag-and-probe” method [114] based on samples of Z — up and J/yp — up
events in data and simulation is used to measure the efficiency, and is found to
be between 94-98 (92-97)% in the barrel (endcap), depending on muon pr and
1. The isolation efficiency is measured with Z — upu events, and found to be pr
dependent and between 90 (92) and 100% in the barrel (endcap).

The difference in the efficiencies measured in simulation and data, which on
average is 1% per muon, is used to rescale the selection efficiency in the simulated
samples. The products of all the data to simulation scale factors for muon tracking,
reconstruction, identification, impact parameter and isolation requirements and

corresponding uncertainties are shown in Fig.[|3-18]

Reconstruction and identification | pt > 20GeV | Z — up events are used
pr <20GeV | J/p — up events are used

Impact parameter

Z — uu events are used for the whole pt range

Isolation

Z — up events are used for the whole pr range

Tracking

Z — up events are used for the whole pt range

Table 3.7: The summary table of muon efficiencies and scale factors measurement.
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Figure 3-17: Comparisons between the dimuon mass m,,, distributions with and
without the corrections in both data and signal MC.
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Figure 3-18: The histograms of overall data to simulation scale factors (reconstruc-
tion, identification, impact parameter and isolation requirements and tracking SF)
and corresponding uncertainty.
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3.3.2 Photon identification

MVA based ID with working point (W.P) 90% is used. This ID is trained on a sam-
ple of simulated y + jet events, where the photon candidates matching the prompt
photon are used as signal, and photon candidates not matching the prompt pho-
ton are identified as background. The input variables for the photon MVA training
include the shower shapes variables, photon isolation, and charged hadron isola-
tion. The general purpose MVA has two categories, one for photons in barrel (EB)
region and the other for those in endcap (EE) region. The suggested cut values,
0.2 for both categories, result in 95.2% (93.9%) of signal efficiency for Z — J/i v
events and 60.3% (67.3%) of background rejection power, defined as 1 — epyg, for
the EB (EE) region. Here, the events selected in data are treated as background.
Fig. 3-19| shows the ROC curves for photon MVA ID obtained from Z — J/i v
signal events and data events (treated and labeled as background in the plots), the

point corresponding to the 90% W.P for each category is shown as red solid star.

5 F oo F ]
v 0.9 W 0.9F =
= o8 = o8 -
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c F c F 7
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Figure 3-19: The ROC curves for photon MVA ID obtained from Z — J/i -y signal
events and data events for EB (left) and EE (right) category. The red solid star
corresponds to the efficiency for 90% W.P.

The contamination of fake photons is estimated by checking the ratio of the

Z + jets yields to the Z 4+ v yields. This gives a rough idea on the performance
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of photon ID. It is found that the ratio of Z + jets/Z<y events is ~ 30% for photon
Et between 33 and 40 GeV, and ~ 20% for photon Et between 60 and 80 GeV.

The ratios of Z + jets/Z<y events in different photon Et regions are summarized in

Table 3.8

photon Et Z+jets/Zqy (in %)
33 < El < 40GeV 30
40 < Ef < 50GeV 28
50 < E{ < 60GeV 22
60 < E{ < 80GeV 21

Table 3.8: The ratios of Z+jets/Z+y events in different photon Et regions.

Conversion safe electron veto (CSEV) is used to reject photons from electron
conversions by requiring that there be no charged-particle track with a hit in the
inner layer of the pixel detector associated to the photon cluster in the ECAL. The
small number of inoperative sensors and possible cases where a track can pass be-
tween the first layer of sensors without leaving a hit are accounted for. The photon
inefficiency is largely reduced and the residual comes from photons converting in
the beam pipe. Up to 99.1% (97.8%) of photon in EB (EE) can pass CSEV, and 5.3%
(19.6%) of electrons in EB (EE) can also satisfy this requirement. The efficiency of
the photon identification is measured from Z — ee events using tag-and-probe
techniques, and found to be between 84 and 91% (77 and 94%), depending on the
transverse energy Et, in the barrel (endcap). The electron veto efficiencies are mea-
sured with Z — upu<y events, where the photon is produced by final-state radiation,
and found to be 98 (94%) in the barrel (endcap). The scale factors for the photon
ID in bins of photon Et and #s¢ are shown in Fig. [3-20} and those for the CSEV are
shown in Fig[3-21]

3.4 Event Selection

In addition to the object identification and isolation, kinematic selections are ap-

plied to further discriminate the background.
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Figure 3-20: The scale factors in bins of photon Et and #sc.
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Figure 3-21: The scale factors of SCEV in bins of photon #sc.

e Two opposite charged muons with pi' > 20GeV, p}* > 4GeV, |y#| < 24.

The pt cut value on the leading muon is driven by the trigger threshold.

e ]/ candidate selection 3.0 < m,,;, < 3.2GeV.
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o El > 33GeV,
1.4442 < |i73c‘ < 1.566. The Et cut value on the photon is driven by the

U’SYC’ < 2.5, excluding the Barrel-Endcap transition region at

trigger threshold.

e AR(p1,7v) > 1, AR(p2,v) > 1, AR(up,y) > 2, and |Adp(up,y)| > 1.5. The
angular separation AR cuts on each muon and the photon are imposed to
suppress Drell-Yan process with FSR photon. As we do not have proper back-
ground MC samples, the cut values are determined such that a higher total

signal efficiency is kept.

o pi', EX/myuy, > 0.28 (35/125) for H — ] /i ), 0.384 (35/91.2) for Z — J/¢ .
If a hard cut on Et or pfﬁl is imposed, there will be an obvious turn-on at the
Z mass region, as shown in Fig.|3-22} which will complicate the background
model. This ratio cut also helps to reject the v*+jet and y+jet backgrounds.
As for the cut value, 91.2 and 125.0 GeV are the nominal mass of the Z and

Higgs boson respectively.
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Figure 3-22: m,,;,,, distributions with different forms of pr or Et cuts.

Table 3.9 summarizes event selections in this analysis
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Trigger : HLT_Mul7_Photon30_CaloldL_L1ISO_v

Muon identification, Particle Flow Isolation in cone 0.3 for pje.q < 0.35
pied > 20GeV, pi™ > 4 GeV, |n,| < 24

Photon MVA ID(90% WP), EJ > 33 GeV

|17§C| < 2.5, excluding those in Barrel-Endcap transition region of ECAL.
AR(p1,7v) > 1, AR(p2,v) > 1, AR(up, v) > 2, and [Adp(pp, v)| > 1.5

3.0 <myy <32GeV

pi" /my, > 0.384(0.28), ET/my,y, > 0.384(0.28) for the Z (H) — J/¢ 7.

Table 3.9: The selection requirements in this analysis, including ID, isolation and
kinematic selection.

In the Z — J/i 7y search, selected events are classified into mutually exclusive
categories in order to enhance the sensitivity of the search. The categorization is
based on the 7 of the photon and the photon Rg variable (defined as the energy sum
of 3x3 ECAL crystals centered on the most energetic crystal in the supercluster
divided by the energy of the supercluster). Unconverted photons have high values
of Rg and a threshold of 0.94 is used to classify reconstructed photons with high
Ry (thus with a better resolution) and low Rg (worse resolution). The background
is larger in the converted photon category. The three categories are: photon in
the barrel region with a high Rg value (referred to as EB high Ry); photon in the
barrel region with low Rg value (referred to as EB low Ryg); photon in the endcap
region (referred to as EE). The EE category is not divided into high /low Rg because
there are few events in this category. By this categorization, this improvement
on the search limit is ~ 2.0%. In the H — J/¢ 7y search events are not divided
into categories. The statistical sample is simply not large enough to overcome
statistical fluctuations if it is further subdivided. As a result, we do not expect
that the H — J/¢  sample with limited statistics can define the shape of our
discriminating variable, m,,,,, used in the hypothesis test that differs between the
categories. The possibility of splitting the EE category is investigated, but this
indeed does not result in a significant improvement.

The exact definition of the three event categories in Z — J/ip y search are shown

in Table[3.10] The table includes the fractions of expected events in each category
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for signal and of the observed events for data. The o of the m,,;, distribution of

each category is also included.

Category 1 Category 2 Category 3
0 <[] <1.4442 0 < [135] < 1.4442 1566<|;7§;C|<25
Rg > 0.94 Rg > 0.94
Data 40.3% 36.2% 23.5%
Signal 49.0% 30.6% 20.3%
Oeff 3.58 GeV 3.86 GeV 4.08 GeV

Table 3.10: Definition of the three event classes in Z — J/¢ v and the fraction of
selected events in signal and data. The expected mass resolution on the signal are
also shown.

Table [3.11] summarizes the expected number of events from signals and ob-
served yields in data in steps of event selection of both the Higgs and Z boson
decays. For the Z boson decays, the numbers are with the unpolarized J/i as-
sumption and pr reweighting. Table 3.12| shows the impacts of different polariza-
tion scenarios and the Z pr reweighting. The variations on the yields resulting
from the extreme polarization assumption is -7.8% (transverse) to +16% (longitu-
dinal), corresponding to the total signal efficiency varying from 13.1% to 16.4%.
The Z pr reweighting, with weights derived from the aMC@NLO sample, results in
+2.3% of increase on the expected yields of the Z decay. The difference between the
yield with weights derived from the aMC@NLO sample and that from POWHEG is
only 0.13%, and no additional uncertainty is assigned. In both Z and Higgs decays
the number of events coming from the peaking background H (Z) — uuv is large
compared to signal processes. On the other hand, it is small compared to the total
background. Hence, it has minimal effect on the upper limit on B(H (Z) — J/¢ ).
With the constraint 100 (70) < m,,,, < 150 (120) GeV, the total signal efficiency,
including kinematic acceptance, trigger and reconstruction efficiencies, and pr
reweighting for the Z boson decay, of about 22.6% and 14.2% in Higgs and Z boson
decays. The difference in the total signal efficiency between the Higgs and the Z
boson decay is mostly due to the kinematic acceptance, which comes from the dif-

ference in pr distributions of muons and photon given that the Z boson is lighter
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than the Higgs boson.

H /97 Z=0/97
Data H-—J/yy H— 7"y Data Z—]/ypy Z — uuy

signal background signal background
Total (Before selection)  170M 0.350 91.7 170M 10.8 3335
HLT 30.3M 0.190 51.3 30.3M 4.24 1932
Muon selection 650K 0.136 35.9 650K 2.67 1317
Photon selection 152K 0.116 30.7 152K 217 1066
AR, A¢p 59.4K 0.101 23.5 59.4K 2.09 1020
My 1088 0.0929 0.274 1088 1.93 5.29
My 363 0.0928 0.273 637 1.90 5.37
pi EX /My 279 0.0884 0.257 384 1.58 4.57

Expected signal yields (with the pileup weight, all the scale factors and efficiencies)

All 279 0.0765 0.207 384 1.54 4.47
Catl - 148 0.770 2.14
Cat2 - 144 0.468 1.20
Cat3 - 92 0.299 1.12

Table 3.11: The expected signal yield and the number of selected events in data,
for the integrated luminosity of 35.9 fb™ .

Inclusive
Yield Difference (in %)

unpolarized & with pt reweighting 1.54

transversely polarized & with pr reweighting 1.42 -7.86
longitudinaly polarized & with pt reweighting 1.78 +15.7
unpolarized & without p reweighting 1.50 -2.24
transversely polarized & without pr reweighting 1.38 -9.85
longitudinaly polarized & without pt reweighting  1.74 +13.0

Table 3.12: Summary of the impacts of different polarization scenarios and the Z
pt reweighting.

Fig. and show the m,,, distributions in H — J/i <y (top plots in Fig.
23), Catl of Z — J/¢ 7y (bottom plots in Fig.[3-23), Cat2 of Z — J/¢ 7 (top plots in

Fig.[3-24), and Cat3 of Z — J/4 <y (bottom plots in Fig. [3-24). The black points with
error bars are distributions in data, while the filled histograms are distributions in
signal events. Plots on the left hand side are with the my,y, constraint, while those
on the right hand side are not. The peak at the J/{ mass in data shows that real
J/¥ candidates are reconstructed and selected. These events come from inclusive
quarkonium production, for which no simulation is available. The backgrounds
from H — y*y and Z — upy events, for which there is a simulation, are much

smaller than that from inclusive quarkonium production and they are scaled to
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H — J/1 v signal

ggF VBF ZH WTH W H tH
Total (Before selection)  0.307  0.0240  0.00596  0.00565 0.00360 0.00334
HLT 0.167 00132  0.00303  0.00279 0.00193 0.00226
Muon selection 0119  0.00939  0.00216  0.00198 0.00139 0.00168
Photon selection 0103  0.00803  0.00178  0.00161 0.00114 0.00125
AR, A 0.0925 0.00480  0.00110  0.00100 0.000742  0.000510
o 0.0858  0.00442 0.000938 0.000784  0.000594  0.000351
Mgy 0.0858  0.00442 0.000932 0.000776  0.000589  0.000330
P EL/ My 0.0820 0.00401 0.000855 0.000714  0.000541 0.000305

Expected signal yields (with the pileup weight, all the scale factors and efficiencies)
0.0710  0.00352  0.000711  0.000597 0.000454 0.000266

Table 3.13: The expected signal yield for each Higgs production mode.

make it visible. Figures[3-25| 3-26 [3-27| [3-28 show the distributions of kinematic
variables in H — J/¢ v, Catl, Cat2, and Cat3 of Z — J/¢ y. The variables shown

are : pr of leading muon, pr of trailing muon, Et of photon, # of leading muon, 7
of trailing muon, #5¢c of photon, pr of reconstructed dimuon system, AR between
two muons, and AR between leading muon and photon.

The normalization of each distribution from data events is the number of events
selected in the corresponding category. The number of events in distributions from
signal simulated events are normalized to 750 (40) times the SM prediction for
Higgs (Z) decays. The number of events in distributions from peaking background
MC events are normalized to 150 (5) times their SM expectation for Higgs (Z) de-

cays. These scale factors in the plots are chosen to give better visualization.
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Figure 3-23: The m,,, distributions from data and signal events of: H — J/¢

(top), Catl of Z — J/¢ v decay (bottom).
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Figure 3-25: Distributions of the key variables from data and signal events in H —
J/¢ v decay. Transverse momenta of the muons and the photon; pseudorapidity of
the muons and the photon; transverse momenta of the dimuon system; distances
AR between the two muons and between the leading muon and the photon; the

transverse momenta of the three-body system, pf/""
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Figure 3-26: Distributions of the key variables from data and signal events of Catl
in Z — ]J/¢ y decay. Transverse momenta of the muons and the photon; pseudora-
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Figure 3-27: Distributions of the key variables from data and signal events of Cat2
in Z — ]J/¢ y decay. Transverse momenta of the muons and the photon; pseudora-
pidity of the muons and the photon; Transverse momenta of the dimuon system;
distances AR between the two muons and between the leading muon and the pho-

ton; the transverse momenta of the three-body system, p

100

Huy
T .



ZJhyy-upy 2016 35.9 fo” (13TeV) ZJhyy-upy 2016 35.9 fo” (13TeV) Zodhyy-puy 2016 359 fb” (13TeV)
T T T T T T T T T T

> T T T T > g0 T T T T ] > w0 T T T
[ ] ) © 401 k!
@ %F cms —$— pata o] cms —$— pata o] cms —$-— paa
< < <
< Z->Jiyy signalx40 < 500 Z->Jiyy signalx40 ] < 35F Z->Jhyy signalx40
o 2] o
QC) o ! Z-ppy backgroundx5 g 77777 i Z-ppy backgroundx5 qc) 30 0 D i Z-upy backgroundx5 B
I I 1 g e
251 ]
30 1
+ 301 ] 20k ]
20 1 155 k|
+ 201 + q
+ 101 b
10 + 1 1ob 1
' ¢ o t ]
T N ol - ity ,
0 20 40 60 80 100 120 140 160 0 20 40 60 80 100 120 140 160 0 20 40 60 80 1 00 1 20 140 160
Pt (Gev) P (Gev) E! (GeV)
L Zodlyyouny 2016 35.9 fb” (13TeV) Zodhy-upy 2016 35.9 fb” (13TeV) Zodhyyouuy 2016 35.9 fb” (13TeV)
~ 18 T T T T T T T T T o 20 T T T T T T T T T ~ T T T T T T T T T
: ; ! 30l ]
S . cms —$— Data ] S 1 CMS —$— Data E e cMs —$— pata
2 Z>Jiyy signalx40 2 j6f Z>Jhyy signalx40 E 2 o5l Z->Jhyy signalx40
o 12 — [ [ N —
L|>.I | | Z-upy backgrounds L|>.I 14F | Z->upy backgroundx5 L|>.I | Z-upy backgrounds
10 E 1oF 1 20[ ]
8 1 101 1 15f + + ]
6 ] 8r E
6F ] 10 b
4 ]
r 5
Y | ot titt + o
%5 2 —15 —1 -05 0 05 1 15 2 25 %5 —2 —15 1 05 D 05 1 15 2 25 -2 -15 -1 -05 0 05 1 15 2
lead trail v
neet ne e
ZJhyy—upy 2016 35.9 fb” (13TeV) ZJhyy—upy 2016 35.9 fb” (13TeV) Zsdhyy—puy 2016 35.9 fb” (13TeV)
S 40 : . . . . : . N A et s A e A — A0
[ o 25 ] 5
O . f CMs —¢— Data 1 S CMS —¢— Data N a5l CMS —¢— Data ]
< =
~ Z—Jlyy signalx40 i) Z—J/yy signalx40 “g Z-J/yy signalx40
B — [ A — ] D 30F s
5 i Z-uuy backgroundx5s q>_> i Z-ppy backgroundxs ] i Z-upy backgroundxs
g 8 o S y compyhackgrounes w1 W
w 25 1 25 bl
15F B
20 + 1 201 Bl
15 + ] 10F 1 150 + ]
10 1 101 bl
b i % | :
1ot | T L
0 T 0 319 . P T ‘iw I
0 20 40 60 80 100 120 140 160 0 0.1 02 03 04 05 06 0.7 OB 09 1 0 05 1 15 2 25 3 35 4 45 5
i
Pt (GeV) AR(u ) AR(Y)
Zodhyupy 2016 35.9 fb” (13TeV)
> g T T
[
[0} CMS 4} Data
T 30f ) E
- Z-J/yy signalx40
2]
g 25 h ! Z-ppy backgroundx5 1
g25r L
i
20F 1
15F + B
10f ++ 1
4 t ]
UG QA W YT T

0 10 20 30 40 50 60 70 80 90 100
P (GeV)

Figure 3-28: Distributions of the key variables from data and signal events of Cat3
in Z — ]J/¢ y decay. Transverse momenta of the muons and the photon; pseudora-
pidity of the muons and the photon; Transverse momenta of the dimuon system;
distances AR between the two muons and between the leading muon and the pho-
ton. the transverse momenta of the three-body system, pf/”.
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A study of the muon vertex is done to ensure whether the reconstructed J/y
after the full selection are promptly produced at the pp interaction point, referred
to as “prompt J/1p”, and not from the displaced heavy hadron decays, referred to
as “non-prompt J/p”. It is expected that in signal events the J/i are produced
promptly since the lifetimes of the Z and Higgs boson are very short.

Vertex-related variables examined in this study are:

e Dimuon vertex position (X, y and z coordinates)

7 i .
e The transverse decay length Ly, = r‘; % , where 7 1 is the vector from PV
T

to the dimuon vertex in transverse plane.
[ ] ny — ’ny|

e SLyy = |Lyy|/0(Lyy). The significance of the Ly, is defined as the absolute
value of Ly, divided by the its error o(Lyy).

e Cos(a), where « is defined as the angle between the reconstructed momen-
tum vector of the dimuon system and the vector from the PV to the dimuon

vertex.
e Dimuon vertex x2, one of the indicators of the goodness of the fit

e Dimuon vertex probability, which is the chi-square probability given the dimuon

vertex x? and the number of degree of freedom in the fit.

e Validity of the dimuon vertex. The vertex returned may not be valid in some
cases. The status of the vertex will be invalid when the maximum number of

iterations is exceeded or the fitted position is out of the tracker bounds.

e Proper decay time t= m%f - Lyy, where the my,, is the mass of the recon-
structed J/¢ candidate. pthe proper time can be negative by the fact that
the Ly, is defined either to be positive or negative. The positive (negative)
value indicates that the angle between the L, vector and the vector of p]T/IP is

smaller (larger) than 77/2.
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Figure 3-29: Schematic figure for vertex variables.

The distributions of the vertex-related variables from data (in black points with
error bars) and signal (filled histograms) for the Higgs and Z boson searches are

shown in Figs. [3-30 3-31| [3-32] and [3-33] These distributions are normalized to

the number of selected events in data. The distributions suggest that the J/i can-
didates reconstructed in data, like the signal events, are produced promptly at
the pp interaction point, rather than coming from displaced heavy hadron decays.
Based on the above-mentioned argument, no additional requirement associated
with these vertex variables is imposed any, since the dyy, d., and the SIP3p cuts

already reject non-prompt J/¢.
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Figure 3-30: Distributions of the vertex-related variables from data and signal
events in H — J/i -y decay.
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Figure 3-31: Distributions of the vertex-related variables from data and signal
events of Catl in Z — J/i -y decay.
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Figure 3-32: Distributions of the vertex-related variables from data and signal
events of Cat2 in Z — J/i -y decay.
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Figure 3-33: Distributions of the vertex-related variables from data and signal
events of Cat3 in Z — J/ipy decay.
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3.5 Background modeling

While the sub-dominant, peaking, backgrounds are estimated from the simulated
samples, the dominant continuum background of each category of both the Z and
Higgs boson decays is estimated and modeled from data by fitting parameteric
functions to the m,,,, distributions. An un-binned maximum likelihood fit is per-
formed over the range 70 (100) < m,, < 120 (150) GeV for the Z (H) — J/i v
search.

The following functions are considered:

e Bernstein polynomials of order N (NPol)

N .

with N free parameters.

e A sum of N exponential functions

NExp () Zﬁep’ M) (3.5)

with 2N — 1 free parameters: p; < 0 and f;. The lowest order considered has

N =1, i.e. one term.

e The sum of N power-functions

N
NPow (myuy) = ) fi (myuua )", (3-6)
i=1

with 2N — 1 free parameters p; < 0 and f;. The lowest order considered has

N =1, i.e. one term.

e Laurent series with 2, 3 and 4 terms

2Lau(mupy) = fo (Mupy) ™+ f5 (M) >, (3.7)
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BLau(myupy) = fi (M) =2+ fa (M) ™ + f3 (M) =, (3.8)

and

ALau(myuy) = fi (M) > + fo (Mygug) ™ 4 f3 (M) = + fa () =0,
(3.9)

with N free parameters f...4.

Fits to the my,;,, distributions in data from the Higgs and Z boson decays using
different functions are shown on Fig[3-34] To choose the best fit function out of the
above-mentioned families of functions, a F-test is performed and follows with the
bias study. F-test is performed for all the functions except for Bernstein polyno-
mials. For Bernstein family, the bias study is performed all the orders up to order

6.

3.5.1 F-test

To choose the best fit order from a family of functions, a F-test on data is per-
formed. First, for a given family, the lowest order function in that family is fit to
a single category. Then, the next order function is fit to the data in the same cat-
egory. The difference of twice the negative log-likelihood(NLL) between the two
fits, 2ANLLN+1 = 2(NLLyy1 — NLLy), indicates the improvement of the fit and
whether or not the data support the hypothesis of the higher order function. This
argument is made by the fact that the 2ANLLy ;1 should be distributed as a x? dis-
tribution of M degrees of freedom, where M is the difference in the number of free
parameters in the (N + 1),-order function and Ny,-order function. For example,
for exponential family, M = [2(N + 1) — 1] — [2(N) — 1] = 2, while for the Bern-
stein polynomials M = (N 4+ 1) — (N) = 1. A p-value is defined and calculated

as

p — value = p(2ANLL > 2ANLLy,1|x*(M)). (3.10)
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Figure 3-34: Fits on the three-body invariant mass m,,, distributions of data for
H — J/p v (top), Z — ]/ -y Catl (middle left), Z — J/¢ v Cat2 (middle right), and
Z — ]/ oy Cat3 (bottom).
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If the p-value is less than 0.05, the higher order function is supported by the
data since the probability of obtaining a NLL with (N + 1), order function being
greater or equal to a NLL with Ny, function is small. The procedure then continues
to test the next higher order function in the family. If the p-value is more than 0.05,
meaning that an additional increase of parameters does not result in a significant
improvement of the fit. Therefore the higher order function is considered to be too
flexible for the given My distribution in data. The procedure terminates, and the
highest order of function in a family is found.

As a result, the functions with 1 degree of freedom of exponential, power law,
and Laurent form are picked up by the F-test. These 3 functions with Bernstein
polynomials from 1st to 6th order will be tested in the bias study.

Table[3.14|shows the functions to be used in the bias study.

Category | Bernstein polynomial | Exponential | Power-law | Laurent
H-J/py

Inclusive \ 1st - 6th | 1Exp | 1Pow | 1Lau
Z—]/py

Catl, EB_HR9 1st - 6th 1Exp 1Pow 1Lau

Cat2, EB_LR9 1st - 6th 1Exp 1Pow 1Lau

Cat3, EE 1st - 6th 1Exp 1Pow 1Lau

Table 3.14: The functions to be used in the bias study for both Higgs and Z decays.

3.5.2 Bias study

Bias study is performed to determine the best function out of those resulting from
the F-test. The procedures of bias study are as follows. One of the functions listed
in Table is chosen to fit to m,,;, distribution from data events. Pseudo-events
are randomly generated by using the resulting fit (referred to as the true func-
tion) as background model to simulate possible experiment results. Signal events
with signal strength pi1ye are introduced when generating the pseudo-events. We
should note that yume = 1 corresponds to injecting 1x(expected signal yield)

events on top of the background. A fit is made to the distribution using one of the
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functions in the four families combined with a signal model, where the normaliza-
tion of the signal in this step is allowed to be negative. This procedure is repeated
many times, and it’s expected that ideally on average the signal strength predicted
by the fit pp; will be equal to prrye. A pull value, defined as (ppit — HTrue) / OFits
where ot is the error on ppi, is calculated for each pseudo-event. The crite-
ria used to determine the unbiased fit is that, the distribution of the pull value
(MFit — UTrue) / OFit from all pseudo-events with a given combination of true and fit
function should be a Gaussian with a mean value less than 0.20 and width around
1. The criteria of 0.20 ensures that a possible bias is at least 20% times smaller than
the statistical fluctuation, hence can be neglected. This also implies that the error
on the frequentist coverage of the quoted measurement in the analysis is less than
1%, where the coverage is defined as the fraction of experiments in which the true
value is contained within the confidence interval. Since the bias introduced by the
unbiased fit is negligible, no additional uncertainty is assigned for the background
modeling.

The 2-D bias maps of the study with true function (used to generate the toys) on
the X-axis and the fitted function (used to fit the toys) on the Y-axis of H — J/¢ v
(Fig[3-35), Catl in Z — J/4 -y (Fig.[3-36), Cat2 in Z — J/ip 7y (Fig.[3-37), and Cat3 in
Z — J/ip «v (Fig.[3-38) are shown. For the H — J/¢ v, the table with pirye = 300 is
shown. For all the three categories of Z — J/¢ 7, the tables with y1,e = 200 are
shown.

The pull-value distributions are shown in Fig. [3-39} [3-40} [3-41} and [3-42] Some

of the pseudo-events generated in this study are shown in Appendix|A.

For the H — J/¢ 7y channel, the lowest order satisfying the criteria of bias 20%
is Bernstein polynomial of 2nd order. For the Z — J/¢ y channel, the lowest order
satisfying the criteria for all three categories are Bernstein polynomial of 3rd order.

The background fits with the best fit functions for both Higgs and Z boson are
shown in Fig [3-43|(Top: H — J/¢ y; Middle left: Catl of Z — J/¢ ); Middle right:
Cat2 of Z — J/¢ v; Bottom: Cat3 of Z — J/¢ ).
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Figure 3-35: The 2-D bias maps of the study for yrye = 300 with true function
(used to generate the toys) on the X-axis and the fitted function (used to fit the

toys) on the Y-axis of H — J/i v
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Figure 3-36: The 2-D bias maps of the study for yrye = 200 with true function
(used to generate the toys) on the X-axis and the fitted function (used to fit the

toys) on the Y-axis of Catlin Z — J /i y
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Figure 3-37: The 2-D bias maps of the study for yurye = 200 with true function
(used to generate the toys) on the X-axis and the fitted function (used to fit the
toys) on the Y-axis of Cat2in Z — J/ip v
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Figure 3-38: The 2-D bias maps of the study for yrye = 200 with true function
(used to generate the toys) on the X-axis and the fitted function (used to fit the

toys) on the Y-axis of Cat3in Z — J/ip v
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Figure 3-39: The pull-value distributions of bias study in the Higgs boson search.
In these plots, the legend labels the distribuions using different true functions.
The fit function of each plots is: (Top left) Bernstein of 1st order; (Top middle)
Bernstein of 2nd order; (Top right) Bernstein of 3rd orderl; (Middel left) Bernstein
of 4th order; (Middel central) Bernstein of 5th order; (Moddle right) Bernstein of
6th order; (Bottom left) Exponential with 1 d.o.f (1Exp); (Bottom middel) Power
law with 1 d.o.f (1Pow); (Bottom right) Laurent series with 2 terms (1Lau).
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Figure 3-40: The pull-value distributions of bias study of Catl in the Z boson
search. In these plots, the legend labels the distribuions using different true func-
tions. The fit function of each plots is: (Top left) Bernstein of 1st order; (Top middle)
Bernstein of 2nd order; (Top right) Bernstein of 3rd orderl; (Middel left) Bernstein
of 4th order; (Middel central) Bernstein of 5th order; (Moddle right) Bernstein of
6th order; (Bottom left) Exponential with 1 d.o.f (1Exp); (Bottom middel) Power
law with 1 d.o.f (1Pow); (Bottom right) Laurent series with 2 terms (1Lau).
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Figure 3-41: The pull-value distributions of bias study of Cat2 in the Z boson
search. In these plots, the legend labels the distribuions using different true func-
tions. The fit function of each plots is: (Top left) Bernstein of 1st order; (Top middle)
Bernstein of 2nd order; (Top right) Bernstein of 3rd orderl; (Middel left) Bernstein
of 4th order; (Middel central) Bernstein of 5th order; (Moddle right) Bernstein of
6th order; (Bottom left) Exponential with 1 d.o.f (1Exp); (Bottom middel) Power
law with 1 d.o.f (1Pow); (Bottom right) Laurent series with 2 terms (1Lau).
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Figure 3-42: The pull-value distributions of bias study of Cat3 in the Z boson
search. In these plots, the legend labels the distribuions using different true func-
tions. The fit function of each plots is: (Top left) Bernstein of 1st order; (Top middle)
Bernstein of 2nd order; (Top right) Bernstein of 3rd orderl; (Middel left) Bernstein
of 4th order; (Middel central) Bernstein of 5th order; (Moddle right) Bernstein of
6th order; (Bottom left) Exponential with 1 d.o.f (1Exp); (Bottom middel) Power
law with 1 d.o.f (1Pow); (Bottom right) Laurent series with 2 terms (1Lau).
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Motivation of B-only fit

Here we show the plots comparing background-only (B-only) with signal-plus-
background (B+S) fit to motivate that including signal region in B-only fits does
not change the background model significantly. 2 sets of comparisons are made.
Fig.|3-44/shows the s+b fit where signal component is fixed to be the expected yield
in each category. Fig.[3-45/shows the s+b fit where signal component is allowed to
float when the fit is performed.

Here, an argument is made that the B+S fit in the “full mass” range is actu-
ally not too much different from B-only fit in sidebands in combination to signal
shape, where the signal shape takes care the region, say, +2¢ of the signal distribu-
tion (that is, the range containing 95% of signal events). Then based on the plots
attached previously, the conclusion can be drawn that the difference between the
background model resulting from sideband region and that from the whole range
is not significant at all.

Another study is made with binned fit. Fig. [3-46| shows the sideband-only fit
(in red) and the sideband-plus-signal region fit (in blue) to the eventin H — J/¢ y
search. The x?/NDF of each fit is also shown in the legend. The reasonable as-
sumption in this study is that the resulting function forms from binned fit and
un-binned fit are similar.

As one can see, neither including the signal component in the fit does not have
significant impact on the overall shape. Whether a sideband-only fit or not will not

affect the background model much.
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3.6 Signal modeling

For the H — J/¢ <y decay, a Gaussian function in addition to a Crystal Ball func-
tion with common mean value is used. It is a 6-parameter fit (CB: power, «, ocp;
Gaussian: og,,; mean value; fraction of the Gaussian and the Crystal Ball func-
tion). For the Higgs Dalitz background, a Crystal Ball function is used to model
the shape. For the Z — J/i v, we use a double-sided Crystal Ball function. It has
6 parameters: mean, ¢, n1, n2, a1, and a2. For the Z — upu<y background, we take
the Z — J/i <y signal shape, since the events after full selections are not enough
to give reasonable fits. The signal fits for both Higgs and Z boson are shown in
Fig.[3-47|and [3-49] The Higgs Dalitz background shapes for the Higgs decay are
shown in Fig. [3-48|

3.7 Systematic uncertainties

Systematic uncertainties arising from incomplete knowledge of the detector sim-
ulation and theoretical prediction on signal production mechanism may affect the
results. Uncertainties for the simulated signal are evaluated by varying contribut-
ing sources within their corresponding uncertainties and propagating to the signal
yield or shape.

The background modeling and prediction is purely derived from data, so only
statistical uncertainties are considered, which are translated into uncertainty on
each parameter of the fit function. Besides, the bias study mentioned in previous
section is performed to ensure the bias on the choice of the background function is
negligible. Hence, no additional systematic uncertainty is assigned.

In both Higgs and Z boson decays, the uncertainties can be classified into two
classes, one affecting the predicted signal yields and the other affecting the shape

of the signal model.. They are described separately in the following subsections.
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Figure 3-47: Signal model of H — J/¢ v for each production mode. (Top left)
gluon fusion; (Top right) vector-boson fusion; (Middle left) ZH production; (Mid-
dle right) WTH production; (Bottom left) W~ H production; (Bottom right) associ-
ated top quark production ttH.
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Uncertainties affecting the predicted signal yields

e Luminosity measurement [115]. The recommended value of 2.5% is used.

e ID and isolation of the objects. For the muons and photon MVA ID, the

uncertainties are derived from three sources:
1. Different signal and background functions used in tag-and-probe method
to obtain the scale factors
2. Different tag requirements
3. Compute the passing and failing probes by simply counting in the sim-
ulated events

For the photon CSEV, the uncertainties come from

1. Different pileup reweighting references
2. Adding background simulated events

3. Different generators used to generate the signal events

e Trigger. Uncertainties in the measurement of trigger efficiency scale factors
are derived by adding background simulated samples for the computation of
the scale factors and by varying the pileup weight references. The systematic
uncertainty from each source is taken to be the difference between the nomi-
nal value of scale factors and values obtained after varying these parameters.
These two were estimated separately and added in quadrature along with

the statistical uncertainty to give total uncertainties.

e Pileup. The minimum bias cross-section of 69.2 mb for pileup reweighting
is used in the analysis. The analysis is run with varied weights, &= 4.6% with
respect to the nominal one. The largest difference in the yields is quoted as

the uncertainty.

o Theoretical sources. These include
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1. The effects of the parton density function (PDF) choice on the signal

cross-section and strong coupling constant a; [48, 108, 116]

2. The lack of higher-order calculations for the cross-section and renormal-

ization scale [117,118}1119} 1120, 121]

3. The prediction of the decay branching fraction [122]

Uncertainties affecting the shape of the signal model

Since the energy resolution of simulated events is better than that in real data,
smearing corrections are applied on simulated events. The energy scale in real

data is corrected to match the simulated event.

e Muon momentum scale and resolution. Rochester correction derived for
full 2016 dataset is used in the analysis. There are several sources contribut-
ing to the uncertainties, including statistical uncertainty, the effect of correc-
tion without reweighting reference to data, varied profile mass windows, and
varied fitting mass windows. For each source, the analysis is run many times,
varying the members given in the package. Different corrections on the pr
are applied to muons, and the differences on muon pt are then propagated
to 1. Fits to the resulting m,,;,, distributions are done using previously
mentioned signal model to obtain the mean and width (¢) of the Gaussian
component of the signal model, which are measures of the scale and resolu-
tion uncertainties. When the mean values are to be obtained, the parameters
of the signal model are fixed except for the mean value. Similarly, when the
o values are to be obtained, all other parameters than ¢ are fixed. The largest
variation on the mean/c among the members in each source is quoted. The
uncertainties from these four sources are added in quadrature and assigned

as total systematic uncertainty for the scale and resolution.

e Photon energy scale. The uncertainty in the photon energy scale is estimated

by varying the energy correction. Three sources are considered: statistical
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uncertainties, systematic uncertainties (cut-based selection, Rg categoriza-
tion, etc.), and gain switch uncertainties. Each of the sources contains up
and down corrections. The analysis is run with these six variations and var-
ied my,, distributions are obtained. The signal model with all parameters
fixed except for the mean is fitted to varied distributions. The largest varia-
tion on the mean value of the fit with respect to the nominal one is taken as

systematic uncertainty on the photon energy scale.

e Photon energy resolution. The smearing of the photon energy is done with
two parameters, rho and phi, corresponding to constant term and Et de-
pendent term. Each of them contains up and down corrections. Similar to
what has been done for photon energy scale, the analysis is run with these
four variations and varied 1, distributions are obtained. Alternatively, the
signal model with all parameters fixed except the ¢ is fitted to varied dis-
tributions. The largest variation on the ¢ value of the fit with respect to the
nominal one is taken as systematic uncertainty on the photon energy resolu-

tion.

Table[3.15 3.16| and [3.17|show the sources of the all systematic uncertainties in

both Higgs and Z analyses and the pre-fit value of each source.

Source Pre-fit value (in %)
H — J/ip v signal
ggF VBF ZH W'H W™H ttH

Integrated luminosity 2.5

Theoretical uncertainties
Cross section (scale) +4.6 -6.7
Cross section (PDF + ag) 3.2

Detector simulation, reconstruction:
Pileup reweighting 0.686 0.684 0.927 0.606 0907  1.509
Trigger (per event) 3.92 4.05 4.12 4.23 4.12 4.05
Muon ID/Isolation 2.08 2.04 2.05 2.06 2.06 2.16
Photon ID 1.21 1.18 1.18 1.22 1.17 1.13
Electron veto 1.05 1.05 1.04 1.02 1.04 1.07

Signal model fits:
Mean (scale) 0.0966 0.0884 0.0804 0.0927 0.0953 0.112
Sigma (resolution) 4.95 4.30 3.35 4.61 3.79 14.1

Table 3.15: Systematic uncertainties for the H — J/i -y signal.

The statistical uncertainty dominates in the present analysis. The largest sys-

tematic uncertainties come from theory and these affect the predicted signal yields
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Source Pre-fit value (in %)
H — "7 background
ggF VBF ZH WH

Integrated luminosity 2.5
Theoretical uncertainties
SM H boson cross section (scale) +4.6 -6.7
SM H boson cross section (PDF + «y) 3.2
SM BR(H — y*7) 6.0
Detector simulation, reconstruction:
Pileup reweighting 1.71 0.103 1.80 1.39
Trigger (per event) 410 4.09 4.09 429
Muon ID/Isolation 250 263 249 220
Photon ID 1.18 110 117 1.19
Electron veto 1.04 1.11 1.04 1.01

Table 3.16: Systematic uncertainties for the H — *~ background.

Source Pre-fit value (in %)
Z=]y Zy = puy
Catl Cat2 Cat3 Catl Cat2 Cat3
Integrated luminosity 25
Theoretical uncertainties
SM Z boson XS (scale) 3.5 5.0
SM Z boson XS (PDF + as) 1.73 5.0
Detector simulation, reconstruction
Pileup reweighting 0.990  0.200 134 0940 145 438
Trigger (per event) 3.30 3.30 6.50 341 340 6.2
Muon ID/Isolation 2.92 2.95 3.01 3.31 3.42 3.58
Photon ID 1.12 1.11 1.11 1.08 1.08 1.14
Electron veto 1.20 1.20 0.450 1.20 192 0.446
Signal model
Mean (scale) 0.0495 0.0767 0.0685 —
Sigma (resolution) 0.990 0.690 1.45 —

Table 3.17: Systematic uncertainties in the Z boson decay.

most. The next two largest are from trigger and muon identification and isolation
where the efficiency measurements come from a limited sample. Smaller system-
atic uncertainties are likely in future analyses since more improved and robust
methods are being developed and planned for the future. Nevertheless, as a sum-
mary, the overall impact from the uncertainties in the final observed and expected

limits are small.
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P (2S) feed-down

The decay ¥(2S) — J/p(— uu)+X, where X can be anything, contributes as a
background source. Currently there is no theoretical reference on the branching

ratio of the Z — 1(25)+, so here an assumption is made,

N(Z—=J/py) _ NEZ-=J/p+1)
N(Z — 9(2S)y) N(Z— ¢(2S)+1I)

~35 (3.11)

By taking the branching ratio of the ¢(2S) — J/¢(— pp)+X into account,

N(Z—=]/p ) - N(Z—]/p+1)

N(Z = 2S)y[= 1/p(= pp) + X]) — N(Z — ¢9(2S) + U[= J/p(—= pp) + )(2])12)

we then expect to have 1.54/5.7 ~ 0.270 events from the ¢ (25) decay, where 1.54

is the expected yield of Z — ]/ <. This is negligible amount compared to the total
background, 384.

The mass shapes of this background at the generator level are shown in Fig. [3
where 1, distributions from the Z — (¢ (25) — J/¢ + X) - are in blue
and from the Z — J/¢ v are in red. The distribution in solid line is without the
kinematic cuts used in the selection, while the filled distribution in dashed line
is after imposing the kinematic cuts. The distribution without kinematic cuts is
normalized to 1, while the one with kinematic cuts is normalized to the fraction of
the events passing kinematic cuts. As one can see, the Z — (¢ (25) = J/p + X) v
actually contributes as peaking background, with the peak shifts around 10 GeV
toward lower value. Since it is estimated to be 1/6 of signal and small compared
to total background, it will be taken care by the background fit. Further more,
from the red dashed distribution the range containing ~ 68% of events is of 87.4
to 94.6 GeV, which corresponds to 17.3% of events of Z — 1 (25) -y after kinematic
selection. It is less than 2.9% of the Z — ]/ <y yield for which are relevant at limit

calculation.

132

~57



D T ‘ T T T T ‘ T T T T ‘ T T T T
< 035 —_ Z—(y(2S)—>J/y+X)+ v - before kinematic selections ;
I Z—(y(2S)—J/y+X)+ v - after kinematic selections T
r Z—J/y+y - before kinematic selections
03 o Z—>Jhy+y - after kinematic selections ]
025\ ]
N 68% of Z—J/y y events ]
r (after kinematic selection) in
0.2 the range of 87.4794.6 GeV]
i < > ]
L 17.3% of Z-y(2S) y events |
0_15} L fall in this range n
01F ]
[ “‘"5 ]
0.05 - | .
L R
%0 70 80 90 100 110 120

my,., (GeV)

Figure 3-50: The comparison of the 11, distributions between the Z — (¢ (25) —
]/ + X) v (blue) and the Z — J/¢ <y (red) at the generator level.

3.8 Statistical method

The model-independent limit is set on the signal cross section times branching
ratio (o x BR) with procedures followed from Ref. [123} 124,125, [126].

First, a likelihood function is constructed as:

L(data | u,0) = Poisson(data | i - s(0sig) + b(6big)) - p(616), (3.13)

where “data” can either be actual experiment observation or pseudo-events; y is
the signal strength modifier, defined as o x BR/ (¢ X BR)sm; Osigkg) Tepresents
the set of nuisance parameters associated with the signal and background model.
Systematic uncertainties are treated as nuisance parameters which are of uninter-
ested in the analysis but can affect results, and handle by introducing probability
distribution functions (pdfs) p(9|0). Here 6 stands for the whole set of nuisance in
the analysis, and  represents the set of default values of the nuisance parameter,

which reflecting our knowledge or belief on what values of these parameters can
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be. There are different choices of pdfs for nuisance parameters.

e Gaussian pdf is used for parameters that can be either positive or negative.

j_ )2
p(0|6) = %exp (— (92029) ), (3.14)

The uncertainties in the parameter of the signal model belong to this class.
Two multiplicative factors x,, = 1+ 0k, and x, = 1 =+ 6k, are introduced

such that the mean and width of the signal model are modified as
m =tkm-m, 0 =x,-0, (3.15)

where m and ¢ are original parameters.

e Log-normal pdf is an alternative pdf for positively defined parameters.

N 1 (1n(é/9))2) 1
00) = ———exp| — 77— | = 3.16
p0I0) = e (G ) 316)
where w characterizes the width of the log-normal pdf. This distribution has
a longer tail than the Gaussian and goes to zero at & = 0. This class includes

uncertainties in luminosity, cross-section, efficiency measurements.

e The parameters for background model are allowed to freely float across their

ranges and not Gaussian constrained.

The unbinned likelihood is computed as,

K TT(eSf () + Bfi(xi)) - e (57D (317)

fs(b) (x;) are pdfs (models) of signal and background of observable(s) x;, and S and
B are event yields for signal and background. The observable used in this analysis
is the three-body invariant mass 1.

The likelihood function can be used to represent background-only (b-only) hy-
pothesis, £, = L(pu = 0), and signal plus background (s+b) hypothesis, Lq.p = L(1).
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For the nominal SM hypothesis y = 1.
Based on the Neyman & Pearson lemma [127], the likelihood ratio 'CZ—? provides

the most powerful test for hypothesis test. Hence, it is used as test statistic,

Loy L(w 0)
tu) = L, ~ 20,8 (3.18)

However, since the expected signal yields from the SM prediction are small,
Ly and Ly, are not well separated. In other words, we are not sensitive to deter-
mine the presence of the signal yet. Instead, an upper limit on the y is set, and a

different test statistic is used.

> (0
L(f, 0)
Alp) =
fﬁiﬁl if 1 <0
L E(O/ 9;120)

where 9;4 is the value of § that maximizes £ for a specific y; the £(fi, 8) is the global
(unconditional) maximum of the likelihood function, where fi and 0 are values
such that the likelihood function is maximized. In the second part where fi < 0,
the definition of A(u) is determined to constrain the signal yield to be positive.
Apart from the negative signal rate constraint, upward fluctuations of the data
such that /I > p are not considered as evidence against the signal hypothesis p.

Based on this argument, the test statistic is modified as,

;

—2InA(p) f0<p<u

=)
=
||

0 if o>

\

The observed value of the test statistic 4, for a given signal strength y under test
. ~ob ~ob ..
qg}’S, as well as the value of nuisance parameters 900 * and GP,O ° that maximize the

likelihood for b-only and s+b hypotheses respectively, can be found. Next, pseudo-
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events are generated, based on the pdfs for signal and background, to construct

bs) and f(4,|0, (fOObS). Exam-

pdfs for 4, for b-only and s+b hypotheses, f(4,|u, 9;40

ple distributions are shown in Fig. [3-51|

obs
)

Having f(,|p, 6, ) and £ (4,0, éOObS) distributions, two p-values are defined

to be associated with the actual observation for s+b and b-only hypotheses, p, and

Pbs
- - - ~ obs -
pu=P@u = Gl +0) = [ f@uln, 6,) g™ (319
Ef]/{ObS
~ ~ obs ~ 5 ob ~ obs
P = P = G b —onty) = [ £(7,10, &™) dg,” (3.20)
q~yobs

and CL; () is defined as a ratio of these two p-values

1—=pp

CLs (1) (3.21)

To quote the 95% confidence level (C.L) upper limit on u, denoted as u*>*CL,

the y value is adjusted until the CLs () = 0.05. The derived limit is called observed
limit]

The traditional way to compute the expected limit for b-only hypothesis is to
generate a large number of pseudo-events based on the pdfs of the signal and
background, without using the true data, treat them as real data, and calculate
the CLs and and p*°”“" for each of them. A pdf for the u*”*“l and corresponding
cumulative probability distribution (or cumulative distribution function, CDF) can
be obtained. An example is shown in Fig.[3-52] The point where the CDF crosses
50% of entries is the median expected value. The +1c (68%) band is defined as
points crossings of the 16% and 84% entries. Points crossings at 2.5% and 97.5%
define the +20 (95%) band.

Instead, in this analysis expected limits are set with the asymptotic method. The

detail discussion of the method is described in Ref. [126], here a brief summary is

2If for example, = 1 and CLs < a, we would state that “The SM Higgs/Z boson decay is
excluded with (1 — a)CLs confidence level (C.L).”.
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Figure 3-51: Test statistic distributions for pseudo-events generated with sig-
nal+background and background-only hypotheses.
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Figure 3-52: An example of distribution of u**<L for the b-only hypothesis (left),
and the corresponding CDF with horizontal lines indicating the 2.5%, 16%, 50%,
84%, and 97.5% quantiles, and vertical green and yellow bands show the £1¢ and
420 ranges of u?>7CL [125].

shown. It is found that with the large data sample size (asymptotic regime the

modified test statistic 7, is in the form,
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2 ~
U 2up ..,

. (u— )2

qu = = fo<pg<u
0 iffi > p

where ¢ is a factor that characterizes effects from all nuisance parameters. The pdf
f(Gu|p) is found to follow a well defined formula (here the 6 is drop as the ¢ takes

care of their effects)

(11 1 _4p

2 o i if0 < g, < p?/o?
IS
1
f(Gulp) = 5(5(‘7;1) +
1 1 (qy+y2/02)2) o "
_— — = f
\V2r(2u/0) eXp( 2 Quior ) Mo

where
2

2= (3.22)
Ay, A

qu,4 1s the test statistic evaluated with the expected background and nominal nui-
sance parameters. A in the g, 4 stands for the Asimov data setlﬂ The same con-
struction can also be used for f(§,|b —only). A novel result states that, by as-
suming the large sample size, one can obtain the exact formulae for f(§,|x) and
f(§4]0), whose parameter ¢ can be extracted from a single representative Asimov
data set. The median expected limits and their bands are therefore easily obtained

using this data set, without performing any generation of pseudo experiments.

The median expected CLs limit, fi,;;med is expressed as

uied = 4+ 0@ (1 - 0.5a), (3.23)

3This is a critical assumption, which enables us to factorize the test statistic into Gaussian and
non-Gaussian part. In the large data sample limit, the contribution from the non-Gaussian compo-
nent is negligible.

“The Asimov data set is defined such that when maximizing the likelihood associated to this
data set, one would get the maximum likelihood estimators of the parameters to be the assumed
(true) values of the parameters.
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and the +nc¢ band is given by
Bandue = 1 + (@ (1 — &) £ 1), (3.24)

where ® 1 is the inverse of the cumulative distribution of the standard Gaussian.

The « = 0.05 is chosen corresponding to the 95% CL.
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Chapter 4

Results and conclusion

4.1 Limits on decay branching fraction

The distributions in m,,,, observed in the data are in agreement with the SM ex-
pectation of the background-only hypothesis. The results are used to derive upper
limits on the branching fractions, B(Z — J/¢ ) and B(H — J/i y) for the Z and
Higgs boson.

The observed (expected) exclusion upper limit on the cross-section times the
branching fraction at 95% CL for the H — J/¢ v, where the J/{ meson is fully

transversely polarized, is,
o(pp — H) x B(H = J/p v — upy) < 2.5 (1.719%) fb, (4.1)

where upper and lower bounds for 68% of interval of expected limits are shown
as superscript and subscript. With the known values of o(pp — H) = 55.1 pb and
B(J/¢ — pp) = 0.059, the above result can be interpreted in terms of limit on the

branching fraction,
BH—=TJ/py) <76 (5.272%) x 10 (4.2)

which corresponds to 260 (170) times the SM prediction.
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For the Z boson decay, with the unpolarized J/{ meson assumption ,the ob-

served (expected) upper limit on the cross-section times the branching fraction is,
o(pp — Z) x B(Z =T/ v — uuy) < 4.6 (5.3772) fb, (4.3)

With the known value o(pp — Z) = 5.71 x 10* pb, the observed (expected) upper

limit in branching fraction is
B(Z—J/py) <14 (1.6757) x 10°. (4.4)

, corresponding to 15 (18) times the SM prediction.

Extreme polarization scenarios give rise to variations from —13.6 (—13.5)%,
for a fully longitudinally polarized J/¢, to +8.6 (+8.2)%, for a fully transversely
polarized J/¢ meson, in the observed (expected) branching fraction. The observed
(expected) exclusion limits on the cross sections and branching fractions at 95%

confidence level for the Z and Higgs boson decays are summarized in Table 4.1}

. . B(Z (H
Channel Polarization o (fb) B(Z(H) =]/ ) Wm
scenario
Unpolarized 6 (5.3123) 4 (1.6707) x 10 15 (18)
Z /Py Transverse 0 (5.9723) 5 (1.7197) x 10° 16 (19)
Longitudinal 9 (4.6729) 2 (1.4%9%) x 10 13 (15)
H—J/py Transverse 5 (1L.715%) 6(5213%) x 10 260 (170)

Table 4.1: Upper observed (expected) limits on cross sectiona o(pp — Z (H) —
(J/y — uu)y) (fb) and branching fractions of Z (H) — J/i v decays, where the
latter are computed assuming SM cross section of the Z (H) boson. Variations of
the branching fractions of the Z decay for complete transverse and longitudinal
polarizations for J/i are also shown. The upper and lower bounds of the expected
68% confidence level interval for the expected limits are shown as superscripts and
subscripts respectively.
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Combination with 8 TeV result

The results of the H — J/¢ v are combined with the results of a similar search
performed by the CMS Collaboration using data recorded with pp collisions at
V/s = 8 TeV, corresponding to an integrated luminosity of 19.7 fb ! [87]. The com-
bination results in an upper limit corresponding to 220 (160) times the SM predic-
tion. All systematic uncertainties are assumed to be uncorrelated in the combina-
tion, apart from the theoretical calculations for the cross section and branching
fractions. The two experiments were conducted at different energies, the trig-
gers were substantially different to deal with the increased luminosity, and the
reconstruction algorithms were different and more sophisticated to deal with the
larger backgrounds. Besides, independent calibrations were performed for dif-
ferent years of data taking and thus it is unlikely that there is much correlation.
Nonetheless, a calculation assuming the uncertainties are fully correlated, as the
extreme situation, is performed and the difference in the final result is 0.3%, which

is negligible.

4.2 Conclusion

A search is performed for decays of the standard model (SM) Z and Higgs bosons
into a J/¢ meson and a photon with the J/i meson subsequently decaying into .
Data from pp collisions at /s = 13 TeV, corresponding to an integrated luminosity
of 35.9 fb ™! is used. No excess has been observed above the predicted background.
The observed (expected) exclusion limit at 95% CL on the branching fraction of
the Higgs boson is set at B(H — J/¢ 7) < 7.6 (5.2) x 107, corresponding to 260
(170) times the SM value. The 68% confidence level interval ranges from 3.6 to
7.6x10~%. The limit on the branching fraction of the Z boson decay in the unpo-
larized scenario is set at B(Z — J/¢ ) < 1.4 (1.6), corresponding to 15 (18) times
the SM prediction. The 68% confidence level interval ranges from 1.1 to 2.3x107°.

Extreme polarization scenarios give rise to variations from —13.6 (—13.5)%, for a
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fully longitudinally polarized J/¢ meson, to +8.6 (+8.2)%, for a fully transversely
polarized J/¢ meson, in the observed (expected) branching fraction. The results
for the Higgs boson channel are combined with the results obtained by a similar
search performed at /s = 8 TeV by the CMS Collaboration, yielding an observed
(expected) upper limit on the branching fraction for the decay H — J/y v of 220
(160) times the SM prediction.

4.3 Outlook

Improvements can be done in order to make the analysis more advanced. The
proper simulation of the background processes is of the first priority. The diffi-
culty is mainly due to the large cross sections of the low mass dimuon system in
the final states, and therefore efficient ways to produce such samples should be
developed. The background samples will enable us to have better understand-
ing of the background composition and make the optimization of the event selec-
tion feasible. Furthermore, the multivariate analysis (MVA) or the matrix element
methoMEM) can be exploited to better discriminate the signal and background.
The analysis can be extended to include the decay of Z(H) — Y(nS)~y, where the
Y(nS) mesons decay to a muon pair. The one dimension fit in the 11, space to
estimate the background in this analysis will need to be modified to cope with the
non-negligible contribution of the peaking background Z — uu<y. A two dimen-
sion (in the m,;, and m,,, space) or multi-dimension fit is suggested. The back-
ground composition can also be estimated by this data-driven method, and in turn
can be used to validate the background simulation samples. The development of
the identification and reconstruction of merged electrons can be used in the elec-
tron channel. The projection study is performed, and the expected distributions of
My with 3000 fb~! of data from both decay channels are shown in Fig. H The
upper limit on B(Z — J/i ) is around 2 times its SM value, while that on the

1For example, the Matrix Element Likelihood Analysis (MELA) used in the H — ZZ* — 4i
analysis.
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B(H — J/i ) is expected to be less than 20 times its SM prediction. With the ad-
dition of the electron channel and foreseeable improvements, the Z — J/¢ y would
be sensitive to it’s current SM predicted rate after the high luminosity run of the
LHC, possibly leading to the first observation of this rare decay of the Z boson.
Apart from the analysis techniques, projects of detector upgrade to improve the
capability of the CMS are planned. One of the important projects is the high gran-
ularity endcap calorimeter (HGCAL). I involved in the beamtest for the HGCAL
and worked on the energy reconstruction and basic particle identification in the

testbeam data. The study is described in Appendix |Cl

Z—Jhy+y (longitudinally polarized J/y) H—J/y+y (transversely polarized J/vy)
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Figure 4-1: The expected distributions of m,,,,, at 3000 fb~! of data from both decay
channels.
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Appendix A

Additional materials for the bias

study

A.1 Linearity

It was suggested to do the bias study with more signal events introduced when
generating the pseudo-event. Following plots show how the mean and width of

the pull distribution evolve as more signal events are introduced.
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Figure A-1: The evolution of the mean of the pull value distribution as more signal
events are introduced in the Higgs decay.
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Figure A-2: The evolution of the width of the pull value distribution as more signal
events are introduced in the Higgs decay.
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Figure A-3: The evolution of the mean of the pull value distribution as more signal
events are introduced in the Cat1 of the Z decay.
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Figure A-4: The evolution of the width of the pull value distribution as more signal
events are introduced in the Catl of the Z decay.
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Figure A-5: The evolution of the mean of the pull value distribution as more signal
events are introduced in the Cat2 of the Z decay.
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Figure A-6: The evolution of the width of the pull value distribution as more signal
events are introduced in the Cat2 of the Z decay.
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Figure A-7: The evolution of the mean of the pull value distribution as more signal
events are introduced in the Cat3 of the Z decay.
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Figure A-8: The evolution of the width of the pull value distribution as more signal
events are introduced in the Cat3 of the Z decay.
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A.2 Pseudo-event

Examples of pseudo-events for the Higgs and all the three categories of Z boson
searches are shown in this section. The pseudo-events are generated from the least-
bias functions for each category. The fits using the least-bias functions are also
shown in the plots, where the green one is the signal component of the resulting
tit, red one is the background component, and the blue one is the combination of

the signal and background component.
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A.21 Pseudo-events for H — J/¢ ¢
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Figure A-9: Examples of the pseudo-events for bias study in Higgs search. The
toys are generated from Bernstein polynomial of 2nd order, and the background
fit (red line) is the Bernstein polynomial of 2nd order.
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A.2.2 Pseudo-events for Catl of Z — J/y
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Figure A-10: Examples of the pseudo-events for bias study in Catl of Z search. The
toys are generated from Bernstein polynomial of 3rd order, and the background fit
(red line) is the Bernstein polynomial of 3rd order.
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A.2.3 Pseudo-events for Cat2 of Z — J/¢ ¢
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Figure A-11: Examples of the pseudo-events for bias study in Cat2 of Z search. The

toys are generated from Bernstein polynomial of 3rd order, and the background fit
(red line) is the Bernstein polynomial of 3rd order.
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A.2.4 Pseudo-events for Cat3 of Z — J/¢ «y
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Figure A-12: Examples of the pseudo-events for bias study in Cat3 of Z search. The
toys are generated from Bernstein polynomial of 3rd order, and the background fit
(red line) is the Bernstein polynomial of 3rd order.
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Appendix B

Discussion on the systematic

uncertainties

Comments and discussions on systematic uncertainties are summarized as fol-

lows.

e Pileup. The uncertainty in the Cat2 in the Z decay is small compared to other
categories. No weird behavior in the pileup weights of all three categories is
found, no mistake is made when the pileup weights are evaluated and ap-
plied. Table B.1 shows the detail numbers that give the final uncertainties in
all the categories. Fig.[B-1 shows the distributions of the difference between
the up (down) variation and the nominal pileup weight of all the three cate-
gorizes in the Z decay. Fig.[B-2/shows the 2D distributions of the difference
between the up (down) variation and the nominal pile-up weight versus the
photon Rg value. In Fig. @, the x-axis is the event number while the y-axis
is the difference with respect to the sum of nominal pile-up weight over all
events. This plot clearly shows how the difference evolves with the events in
each category. As one can see, such small uncertainty in EBLR9 category is

due to the cancellation of positive and negative weights.
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[1] 2] fraction [1]/[2] (in %) [3] [4] [5] Uncertainty (in %)

EBHRY9 4423 5447 448 589.0 -687.3  10050.1 -0.98
EBLR9 2898 3257 47.1 387.2  -399.7 6213.0 -0.20
EE 1800 2287 44.0 2347  -290.9 4196.7 -1.34

[1] 2] fraction [1]/[2] (in %) [3] [4] [5] Uncertainty (in %)
EBHRY9 4956 4914 50.2 728.8 -629.1  10050.1 0.99
EBLRY9 2910 3245 47.3 4186 -413.0 6213.0 0.091
EE 2074 2013 50.7 3079 -254.1 4196.7 1.28

[1]: number of events where (puwei_up/down - puwei)> 0
[2]: number of events where (puwei_up/down - puwei)< 0
[3]: sum over positive value of (puwei_up/down - puwei)
[4]: sum over negative value of (puwei_up/down - puwei)
[5]: sum over all puwei

Table B.1: The uncertainties in pile-up weight of each category.

e B e N o B e S A
< EBHRS : puwei_up - puwei < EBHR9 : puwei_down - puwei
0.4 EBLRS9 : puwei_up - puwei 0.4 EBLR9 : puwei_down - puwei
0.35 EE : puwei_up - puwei 0.35 EE : puwei_down - puwei
0.3 0.3
0.25 0.25
0.2 0.2
0.15 0.15
=
0.1 = 0.1
0.05 = 2= L-Af 0.05 't
o\ S P I R B OF s b Ll IR =
-1 08 06 04 02 0 02 04 06 08 1 -1 08 06 04 02 O 02 04 06 08 1
pile-up weight difference pile-up weight difference

Figure B-1: The 1D distributions of the difference between the up(down) variation
and the nominal pile-up weight of all the 3 categorizes in the Z decay.
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Figure B-2: The 2D distributions of the difference between the up(down) variation
and the nominal pile-up weight versus the photon Rg value. (Top left) (puwei_up
- puwei) v.s photon Rg in EBHRY; (Top right) (puwei_down - puwei) v.s photon
Rg in EBHRY; (Bottom left) (puwei_up - puwei) v.s photon Rg in EBLRY; (Bottom
right) (puwei_down - puwei) v.s photon Rg in EBLR9
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e Muon ID/Isolation. Muons from Z boson decay are softer than those from

the Higgs boson decay, which can be seen in Fig. [3-25| 3-26| [3-27] [3-28 The

pt of muons from the Z boson decay distribute mostly in the range of 20~30
GeV, while those from the Higgs boson decay are mostly in the range of
30~40 GeV, and from the Fig. M one can see that uncertainties in the range
of 20~30 GeV are slightly higher than those in 30~40 GeV. Consequently,
uncertainties in muon ID and isolation in the Z boson decay are higher than

those in the Higgs boson decay.

e Electron veto. As shown in the Fig. [3-21 the uncertainty of photons in end-
cap region is smaller than that of the photon in barrel region by a factor
of 0.0044/0.0119 = 0.37(37%). The ratio of the uncertainty on the yields
in categories of barrel and endcap should be comparable to this number,
0.450/1.200.375 (37.5%). Therefore, the difference of uncertainties between

barrel and endcap region is reasonable.

e Scale uncertainty in the signal modeling. The individual uncertainty from
each source in each category of the Z boson decay is shown in Table [B.2.
There are four sets of variation in the muon momentum correction and three
sets in the photon energy correction. The final uncertainty in each category

are summed in quadrature over the muon and photon part.

e Resolution uncertainty in the signal modeling. The uncertainties in the ¢
of the signal model are larger in the Higgs boson decays than in the Z de-
cay. No unusual behaviors in the distributions of 71, resulting from dif-
ferent sets of correction is found, and fits are all reasonable. The difference
may come from the correction itself, for which individual analysis cannot do
much. The natural width of the Z boson itself is larger, and so relative un-
certainty becomes smaller compared to the Higgs boson case. In addition,
for the Z decay the first two categories for barrel photons where the uncer-
tainties are smaller, while in Higgs all events are combined and uncertainties

from different kinematic regime are averaged. Uncertainties in the muon and
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photon correction separately are summarized in Table B.3 and [B.4. The total
uncertainty is derived by summing the uncertainties in the muon and photon

parts in quadrature.

Table B.2: The uncertainties in the mean of the signal model from muon and pho-
ton correction.

Catl EBHR9 Cat2 EBLRY Cat3 EE
Scale  Uncertainty (in %)  Scale  Uncertainty (in %)  Scale  Uncertainty (in %)

Nominal 91.002 90.768 90.950

Muon - Setl 91.004 0.00220 90.785 0.0187 90.966 0.0176
Muon - Set2 90.997 0.00549 90.782 0.0154 90.961 0.0121
Muon - Set4 90.992 0.0110 90.785 0.0187 90.956 0.00660
Muon - Set5 90.997 0.00549 90.782 0.0154 90.957 0.00770
Muon - Total 0.0136 0.0343 0.0236
Photon - gain up 90.995 0.00769 90.772 0.00441 90.995 0.00769
Photon - gain down ~ 90.995 0.00769 90.772 0.00441 90.995 0.00769
Photon - stat. up 90.996 0.00659 90.772 0.00441 91.000 0.00220
Photon - stat. down ~ 90.994 0.00879 90.772 0.00441 90.991 0.0121
Photon - syst. up 91.030 0.0308 90.830 0.0683 91.046 0.0484
Photon - syst. down ~ 90.960 0.0462 90.713 0.0606 90.945 0.0626
Photon - Total 0.0476 0.0686 0.0643
Total uncertainty 0.0495 0.0767 0.0685

Table B.3: The uncertainties in the sigma of the signal model from muon and pho-
ton correction in the H decay. The total uncertainty is derived by summing the
uncertainties in the muon and photon parts in quadrature. The numbers in the
table are in percentage.

H— (J/$)y
geF VBF ZH W'H W H #H

muon 169 127 160 138 2.00 297
photon 4.65 4.15 295 440 322 138
Total 494 430 335 4.61 379 141

Table B.4: The uncertainties in the sigma of the signal model from muon and pho-
ton correction in the Z decay. The total uncertainty is derived by summing the
uncertainties in the muon and photon parts in quadrature. The numbers in the
table are in percentage.

Z— (/)
Catl Cat2 Cat3

muon 044 0.38 0.49
photon 0.89 057 137
Total 099 0.69 1.45
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Appendix C

Beam test for the CMS high

granularity endcap calorimeter in 2018

The Run-2 of the Large Hadron Collider (LHC), starting in 2015 at a center-of-mass
energy /s = 13 TeV, has successfully came to an end in 2018. Despite the fact that
plenty of significant results were obtained since the Run-1, an increase of inte-
grated luminosity enables us to test the standard model (SM) in detail, measure it
parameters more precisely, and probably open up a window to new physics. In
the Run-2 period, the highest instantaneous luminosity was 1.7 x 10**cm=2s71,
exceeding its original design, while the planned instantaneous luminosity is up
to 5.0 x 10** cm=2s~! after the third long shutdown (LS3), which is scheduled
from 2023 to late 2026. The operational phase after the LS3 is often referred to
as High Luminosity LHC (HL-LHC). The projected LHC performance is shown
in Fig.|C-1| It is foreseeable that the high luminosity operation will impose great
challenges for either radiation tolerance for detectors or event pileup for particle
reconstructions and identificationsﬂ During the LS3, extensive upgrades for dif-
terent sub-detectors of the Compact Muon Solenoid (CMS) will be carried out. The
existing endcap calorimeters will be replaced by the high granularity calorimeter
(HGCAL). It includes two section: electromagnetic (CE-E) and hadronic (CE-H)
compartments. In the latest design, the former uses lead as the main absorber and

hexagonal silicon sensors as the active detector. Fig.|C-2 shows the longitudinal
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cross section of the upper half of one endcap calorimeter [128].
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Figure C-1: Projected LHC performance through 2035, with dates of long shut-
downs of LHC, periods of data-taking, and projected instantaneous and integrated
luminosities.

In this beamtest, the HGCAL, including electromagnetic and hadronic com-
partments, and the analogue hadronic calorimeter (AHCAL) [130] were tested
jointly. The actual setup for the beamtest is shown in Fig.|C-3]

The simplified analysis flow is shown in Fig. [C-4 My analysis focuses on
the energy reconstruction using boosted decision tree (BDT) method and electron
identification, and mainly uses the reconstructed-level (RECO) objects. The basic
element of the RECO object is the reconstructed hit (RecHit), which is energy de-
posit in the sensor with pedestal and common-mode (CM) noises subtracted. The
definitions of the pedestal and CM noises can be found in Ref. [131] and will not be
described in detail in this report. Although I participated in the October beamtest,
the used datasets for the studies were taken (or simulated) from beamtest in June,

where 28 layers of modules were tested.

The expected mean number of interaction per bunch crossing (pileup) in HL-LHC is approxi-
mately 140, more than 3 times of that in 2018 [129].

166



f@
HB RBX ﬁ —— . it
7
cccccc
— I
- - I
- = = ‘
= — “
Gw 1]}
o
= | = h
3170 B ~ H
1588 ] i — | ‘
- [
7 |
| ]
R 2 X
, |
5 |
o 3, o
_EF I S
oM\ = |
22 [ i T
N\ = \
\ g | E%
0\ ! |

0 X )
no Nl -
=231 -
n=3.0 5 205

68 —HH

=150
3308 - 274

5 a0 Magnetic field
Teeroan |17~ FH 5660.6 "Off" 3135
mmmmmmmmmm Eef

BH1000.8

4198.9 BH_aclive front

5231.6
5641 Back side of Back flange from P

Figure C-2: Longitudinal cross section of the upper half of one endcap calorime-

ter [128].

C.1 BDT method for energy reconstruction

The study aims at comparing various methods for energy reconstruction. My
study focuses on the electron. The strategy is to use the simulation samples for
regression, and the final goal is to apply the training result on beamtest data. In
previous beamtests, the energy of the shower was calculated as the sum of the
energy deposits in the active silicon sensors and in the passive absorbers over all
tested layers, where the energy deposits in the absorbers were estimated using the
stopping powelﬂ)f the absorber materials which can be obtained from PDG
and simulation. In the following text, I will refer to this method as dEdx method.
The full description of this method can be found in Ref. [131]].

This study uses the XGBRegressor in XGBoost library [133], where the Gradient

Boosting algorithm is implemented. The hyper-parameters adopted are listed in

2The energy losses per unit length (dE/dx) of certain particle in the given material.
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Table.

Figure C-3: Beamtest setup.

hyperparameter =~ Parameters value

n_estimators 500
learning_rate 0.08
gamma 0
subsample 0.75
colsample_bytree 1
max_depth 7

Table C.1: The hyper-parameters adopted in the XGBRegressor for the regression.

The definitions of variables used to construct training features are listed in Ta-

ble.[C2l

Each layer has individual value for EAll, suml, sum7, and sum19. From these

basic variables, one can further construct simple lateral shower shape variables,

such as sum1/sum? (referred to as E1/E7), sum7/sum19 (E7/E19), and sum1/sum19

(E1/E19).

In the very first test , only the variables EAll and EAIl/Etot were used as
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Variable Definition

EAll Energy deposits in each layer

Etot Energy deposits in all layers

sum1 Energy deposit of the most energetic cell in each layer

sum? Energy deposits in 7 cells centered at the most energetic cell in each layer

sum19  Energy deposits in 19 cells centered at the most energetic cell in each layer
Table C.2: The variables used to construct training features for the regression.

training features (for total of 56 variables) with the beam energy as target. Two
sets of training were studied, one with the trained dataset having a uniform en-
ergy profile, and the other one with certain energy range (+10 GeV) for each en-
ergy point. Fig. [C-5/shows the results of the relative resolution as a function of
predicted beam energy from regression (left) and the energy response as a func-
tion of predicted beam energy (right). The relative resolution is defined as the
width of the reconstructed energy distribution divided by the predicted beam en-
ergy, while the energy response is defined as the ratio between the mean value of
the reconstructed energy distribution and the true beam energy. Examples of the

reconstructed energy distributions are shown in Fig. [C-6| The observations from
Fig.|C-5/and [C-6|are

e On the left plot, one clearly sees that results of relative resolution obtained
from both sets of training are poorer than that from dEdx method, and the

differences are larger at low energy points than at high energy points.

e The differences can be reduced with the training with energy range, indicat-
ing that at low energy points the predictions from regression are less precise,

and the precision can be improved with the training with energy window.

e Although BDT regression gives worse resolutions than dEdx method, the
scale of the reconstructed energy is more precise and gives more linear re-

sponse, as can be seen on right plot.

e From the reconstructed energy distributions, one can see that the distribu-

tions are non-Gaussian and there are low energy outliers. By looking at the
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event displays, as shown in Fig. E, the showers from events with low pre-
dicted energy (bottom plot, where the prediced energy is 15.8 GeV) do not de-
velop as deep as those from normal predicted energy events (top plot, where
the prediced energy is 20.1 GeV). Apart from this observation, there are few
events where the electron hits the edge of the hexagon. However, rejecting
events where the hit with the maximum energy deposit in the first layer is
outside the 2cm x 2 cm area around the hexagon center has marginal impact

on the reconstructed energy distribution.
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Figure C-5: Results of the relative resolution as a function of predicted beam en-
ergy from regression (left) and the energy response as a function of predicted beam
energy (right).

New sets of regression are tested with (1) adding in other variables, such as lat-
eral shower shape variables, as training features, and (2) dynamic energy window
(i.e., narrower range for low energy points). Two sets of dynamic energy window
are used, and are summarized in Table.|C.3| The feature importances of the regres-
sion for all energy points are shown in Fig.|[C-8| Some interesting observations are

summarized in the following list.

e The pattern of the feature importance for each energy point are different from

each other.

e EAll is the most important one among the five types of variables.

171



Vean 2006 glzag 150.1
@ [ R R o TS e
O_J [ znnsta 1.803e+04 £ 7.667e+01 Q_J 1 0 E éo/ns?;nl 69722?2/912
= 10 20Gev Mea 6 +000 = £ 150 Gev Mean 150.1+ 0.0
[ E BDT Energy Reco Train 10-220 GeV. = ooo c [ |BDT Energy Reco Train 10220 Gev Sigma 297220001
L F b L r 7
L M.aan: 20.06+0.00 GeV h 1 03 ? Mfan: 150.08+0.01 GeV' ’J’( 75
103 ? Sigma: 1.12:0.00 GeV E E Sigma: 2.97:0.01 GeV E
| ] 102 =
10° E g E
1oL ] 10 E
1 = 1= =
B b b b b by ey v 10 1 B B Lol b b b b by 10 1

0 5 10 15 20 25 30 35 40 130 135 140 145 150 155 160 165 170
Energy E (GeV) Energy E (GeV)

Figure C-6: Reconstructed energy distributions for 20GeV electrons (left) and
150 GeV electrons (right) predicted from regression.

e E7/E19 is the most important lateral shower shape variable, compared to

other two.

e For the low energy points, the contributions of the features from variables in

last few layers are marginal.

e For the high energy points, the importances of EAll and EAIl/Etot increase
between layer 7 and 12, while the importances of E1/E19 and E1/E19 de-

crease between layer 4 and 10 and then increase onward.

The full correlation matrix of the training features is shown in Fig. |C-9|

The latest results are shown in Fig.|C-10, where resolutions can be better than
those from dEdx method when beam energy is greater than 50 GeV, yet for 20 and
30GeV energy points the resolutions and energy responses are still worse than
from dEdx method. The possible improvement is to add the shower depth infor-
mation as the training features and see if the precision of the regression can be
improved.

Since this regression result will be applied on the beamtest data eventually, it
is important to ensure the agreement between data and simulation, for which one

need to select electron samples in beamtest data as pure as possible.
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Figure C-7: Examples of event display of the electron shower. The predicted en-
ergy for the shower in top plot is 20.1 GeV, while that in bottom plot is 15.8 GeV.
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Figure C-8: Feature importances of the regression for all energy points.
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Figure C-9: The correlation matrix of the training features.
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Set (20, 30, 50, 60, 80, 100, 150, 200) GeV
1 (£8GeV, £8GeV, £8GeV, £8GeV, £8 GeV, £8 GeV, £10GeV, £10GeV)
2 (£6GeV, £6 GeV, £6 GeV, 6 GeV, 6 GeV, 8 GeV, £10GeV, +10GeV)

Table C.3: The sizes of dynamic energy window used in two different sets of re-

gression.
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Figure C-10: Results of the relative resolution as a function of predicted beam en-
ergy from regression (top left), the energy response as a function of predicted beam
energy (top right), and the differences in relative resolutions with respect to those
from dEdx method, with lateral shower shape variables being used as training
features and dynamic window.

In the next section, the first systematical way to separate electron and pion for

the beamtest data will be introduced.
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C.2 Electron and pion separation

One of the issues in beamtest data is the pion contamination. From previous ex-
perience a suggested way to discriminate electron and pion is to look at the me-
dian value of the RecHit energy distribution and the energy-weighted longitudinal
shower depth, defined as

Y2 (EALL x Xo,)

Longitudinal shower depth =
& P Y2 EALL

(C.1)

Fig.|C-11 shows an example of the scatter plot of the median value of the Re-
cHit energy distribution (will be abbreviated as mdn of RecHit in the following
text) and the energy-weighted longitudinal shower depth (will be abbreviated as
depthX0 in the following text) from 100 GeV beamtest data and simulation sam-
ples, and for better visualization, 2-dimension histograms for all the three samples
are also shown. It is obvious that the pure electron events distribute differently
from pure pion events, and in the beamtest data there is pion contamination.

The simplest way to reject pion events is to impose a straight line, and identify
the events on the right hand side of it as electrons. However, it is difficult to choose
a proper slope and intersection systematically. Alternatively, a "2-dimension win-

dow" cut is proposed. The basic ideas are:

e To construct a 2-D window that contains a fraction N% of electron events,
V' N% of events should be contained in each dimension (i.e., mdn of RecHit

or depthX0).

e From the 1-dimension distributions of mdn of RecHit (depthX0) in certain
range of depthX0 (mdn of RecHit), one can obtain v/ N% quantile of the distri-
bution. Examples of the 1-dimension distributions can be found in Fig.|C-12,
where the lines with different colors indicate the starting and ending points

of certain quantile.

e By scanning over the range where there are enough statistics, one can obtain

all the starting and ending points of the quantiles of the distributions over
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Figure C-11: The scatter plot of the median value of the RecHit energy distribution
and the energy-weighted shower depth from 100 GeV beamtest data and simula-
tion samples (top); 2-dimension histograms for beamtest data (bottom left), elec-
tron simulation (bottom middle), and pion simulation (bottom right).

the scanned range. The left plot of Fig. shows an example. Here one can

already see the outline of the window.

¢ By fitting all the starting and ending points for given quantile with straight
line (polynomial of order one), one obtains functions that roughly describe
the relation between the mdn of RecHit and depthX0. The right plot of Fig.|C-|
[13|shows the fit results. The events inside the quadrangles are then identified
as electron events, where different sizes represent the "2-dimension window"

cut with different signal efficiencies (working points).
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Fig.|C-14/shows the "2-dimension window" cut applied on beamtest data and
pion simulation samples. The electron (signal) efficiency as a function of the pion
(background) efficiency is shown in the left plot of Fig.|C-15, while the electron
(signal) efficiencies as a function of background rejection power, defined as the
reciprocal of background efficiency, is in the right plot. One can see that the ac-
tual signal efficiencies are close to the desired working points. The efficiencies in
beamtest data, defined as the ratio of the number of events retained in the window

cut over total number of events in the sample, are listed in Table.|C.4|

WP (%) Efficiency in beamtest data (%)

68.3 194
80.0 25.0
90.0 30.9
95.0 35.7
99.0 42.5

Table C.4: The efficiencies in beamtest data with different working points.
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Figure C-12: 1-dimension distributions of mdn of RecHit (depthX0) in certain
range of depthX0 (mdn of RecHit), with different quantiles (labeled in legend).

The constructed window cut do not result in bias in the reconstructed energy,
which can be seen in Fig. [C-16, showing the distributions of total energy deposits

in all layers with different working points, where all the distributions are normal-
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Figure C-13: The starting and ending points of the quantiles over the range where
there are enough statistics.
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Figure C-14: The "2-dimension window" cut applied on beamtest data and pion
simulation samples.

ized to unity. In the electron simulation sample, the tightest cut gives a 0.11% of
difference in the median of the distribution with respect to that without window
cut, while in beamtest data the difference is 3.0%.

Fig. shows the comparisons of EAll of layer 1, E7/E19 of layer 1, and sum
of EAll/Etot over layer 1 to 10 between the beamtest data and simulation samples
for both electron and pion events, the plots in left column are without applying the

window cut and the plots on the right are with the window cuts of 68.3% working
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Figure C-15: The electron (signal) efficiency as a function of the pion (background)
efficiency (left) and The electron (signal) efficiencies as a function of background
rejection power, defined as the reciprocal of background efficiency (right).
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Figure C-16: The distributions of total energy deposits from simulation (left) and
beamtest data (right) in all layers with different working points, where all the dis-
tributions are normalized to unity.

point. The agreement of the distributions between beamtest data and simulations

of electron events improves after applying the tightest window cut. There are still

residual pion events mimicking electrons after applying the tightest window cut,

meaning that those pion events cannot be distinguished by this window cut. This

can be seen from the event displays, Fig. of the pion simulation events that

contained in the window cut. A more powerful identification is needed if one
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wants purer electron samples from beamtest data. The machine learning technique

is proposed and tested, and will be discussed in the next subsection.

C.3 Machine learning technique for Electron and pion

separation

In the first step, I tried using mdn of RecHit and depthXO0 as training features for
the classifier. This should give the baseline performance for the multivariate iden-

tification. Four commonly used classifiers are tested
e Linear support vector machine (linear SVM)
e XGBC(lassifier, based on gradient boosting algorithm
e Adaptive boosting classifier (AdaBoostClassifier)
e Random forest classifier (RandomForestClassifier)

The details of the classifiers and the corresponding algorithms will not be de-
scribed in this report. The classifier outputﬂfrom tested classifiers are shown in
Fig. |C-19, and the receiver operating characteristic (ROC) curves obtained from
the classifier outputs are in Fig.|C-20. The hyper-parameters used in the classifiers
are the default setting of XGBClassifier. Table. |C.5 summarizes the background
(pion) efficiency with 99.0% of signal (electron) efficiency from each tested classi-
tier, which quantifies the performance on electron and pion separation. Among
the four classifiers, XGBClassifier gives the best performance on discriminating
the electron and pion events, resulting an 2.2% of improvement with respect to the
window cut. Therefore, XGBClassifier will be used as the classifier in the following

study.

3The value of classifier output is defined as the probability of each event being predicted as
electron.
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Figure C-17: The comparison between the beamtest data and simulation samples
for both electron and pion events, the plots in left row are without applying the
window cut and the plots on the right are with the window cuts of 68.3% working
point.
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Figure C-18: Examples of event display of the pion events that contained in the
window cut.
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Figure C-19: Classifier outputs from linear SVM (top left), XGBClassifier (top
right), AdaBoostClassifier (bottom left), RandomForestClassifier (bottom right).

Classifier Background efficiency (with 99.0% of signal efficiency)
XGBClassifier 5.43
AdaBoostClassifier 8.40
RandomPForestClassifier 14.2
linear SVM 64.9

Table C.5: The background (pion) efficiencies from tested classifiers with 99.0% of
signal (electron) efficiency.

The next study is to add in more variables as training features. Different sets of

training features are used, which are summarized as below.

1. Baseline (mdn of RecHit and depthX0) + Number of hits in all layers, referred

to as nhits, or sum over all energy deposits in all layers
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Figure C-20: ROC curves from linear SVM (top left), XGBClassifier (top right),
AdaBoostClassifier (bottom left), RandomForestClassifier (bottom right).

2. 4 variables - Baseline + nhits + Etot

3. 7 variables - Baseline + nhits + Etot + 3 variables, where the 3 variables are

e The ratio of the energy sum in first two layers over Etot, referred to as

L1_L2_EAIl_over_ETotal in the following figures.

e The ratio of the energy sum in first three layers over Etot, referred to as

L1_L3_EAIll_over_ETotal in the following figures.

e The ratio of the energy sum in first ten layers over Etot, referred to as

L1_L4_EAIl_over_ETotal in the following figures.

4. 28 variables listed in Table.
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5. 35 variables - Baseline + nhits + Etot + 3 variables + 28 variables listed in

Table.

Fig.|C-21/shows the respect feature importances from different trainings listed
above. For the trainings with 7, 28, and 35 variables, only the results from the
combination of variables that give the best performance are shown. Interestingly,
Etot is always the most important variable in the trainings where it is used. The
correlation matrices of 35 variables from electron and pion events are shown in
Fig.[C-22.

Fig.|C-23|shows the background efficiencies with different sets of 28 variables
listed in Table. @ From the left plot, the combination [Baseline + nhits + Etot +
3 variables + 28 E1 variables] so far gives the best performance among all tested
combinations. From both plots, one can see that including lateral shower shape
variables does not seem helpful on discriminating the electron and pion events.

Table.|C.6|summarizes the performances from different sets of training features
listed previously in the text. With the machine learning technique, the baseline
identification gives 28.6% improvement with respect to the window cut. From the
fact that adding only the Etot brings approximately 90% of improvement and the
feature importances, one can conclude that Etot is a critical variables in the elec-
tron and pion discrimination. However, when adding 28 variables, the improve-
ment seems marginal. The next step is to perform hyper-parameter optimization
and see if the improvement is actually limited by the default setting of the hyper-
parameter. Another issue is that there are huge number of variables that can be
used in the training, and dumping all the variables into the training seems re-

dundant. How to choose training features to give optimal performance should be

dedicated.
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Figure C-23: The background efficiencies with different sets of 28 variables listed

in Table.

Features

Number of training features

Background efficiency (%)
(at 99% of signal efficiency)

Improvement (%)
w.r.t window cut

Improvement (%)
w.r.t baseline

Window cut 2 7.60 — —
Baseline 2 5.43 28.6 —
Baseline + nhits 3 2.81 63.0 48.3
Baseline + Etot 3 0.613 91.9 88.7
4 variables 4 0.562 92.6 89.7
7 variables 7 0.427 944 92.1
28 variables 28 0.464 93.9 91.5
35 variables 35 0.359 95.3 934

Table C.6: Summary of the performances from different sets of training features.
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